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The overruling of Roe v. Wade has unleashed a torrent of regulatory and punitive activity restricting previously lawful reproductive options. But the turn to the expansive criminal law and new schemes of civil liability creates novel concerns, quite distinct from the pre-Roe landscape a half-century ago. Reproductive choice, and its nemesis, turn upon information. For pregnant people, deciding on a choice of medical care entails a search for advice and services. Information is at a premium for them. Meanwhile, efforts to regulate abortion began with clinic closings. But they will quickly extend to civil actions and criminal indictments of patients, providers, and those who facilitate abortions. Like the pregnant themselves, criminal and civil enforcers depend on information. And in the contemporary context, the informational landscape, and hence access to counseling and services such as medication abortion, is largely mediated through digital forms of communication. In an era when most people use search engines or social media to access information, the digital architecture and data retention policies of those platforms will determine not only whether the pregnant can access medically accurate advice but also whether the act of seeking health information places them in legal peril.

This Article offers an in-depth analysis of the core legal issues concerning abortion-related digital privacy after the end of Roe. It demonstrates first that digital privacy for pregnant persons in the United States has suddenly become a tremendously fraught and complex question. It then maps the treacherous social, legal, and economic terrain upon which firms, individuals, and states will make privacy-related decisions. Building on this political economy, we develop a set of moral and economic arguments to the effect that digital firms should maximize digital privacy for pregnant persons within the scope of the law and should actively resist states’ efforts to conscript them into a war on reproductive choice. We then lay out precise, tangible steps that firms should take to enact this active resistance. We explore here in particular a range of powerful yet legal options for firms to refuse cooperation with restriction-focused criminal and civil investigations. Finally, we present an original, concrete and immediately actionable proposal for federal and state legislative intervention: a statutory evidentiary privilege to shield abortion-relevant data from warrants, subpoenas, court orders, and judicial proceedings aimed at limiting the availability of reproductive care.
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INTRODUCTION

When the Supreme Court overruled Roe v. Wade, and eliminated the constitutional right to abortion, the six Justices joining the majority opinion unleashed an explosion of regulatory and punitive activity by states bent on restricting the range of lawful reproductive options. The majority in Dobbs v. Jackson Women’s Health Organization claimed that they anticipated that reproductive choice would henceforth be “resolved like most important questions in our democracy: by citizens trying to persuade one another and then voting.” Immediately on the ground, though, it was not so much deliberation and voting that prevailed as it was the coercive apparatus of criminal and civil enforcement. On the day Dobbs was handed down, thirteen states saw the operation of trigger laws that purported to reintroduce criminal prohibitions on abortion provision. In one of these “restrictionist” states, Texas, a group of legislators not only targeted in-state facilities but also threatened the partners of national law firms with criminal charges for their employee health plans. This speedy turn to an expansive and minatory criminal law was no surprise. Indeed, the Dobbs Court implicitly invited the immediate and aggressive criminalization of medical care by using the negatively-freighted term “abortionist,” rather than “providers” or “clinicians,” throughout the majority opinion.

1 410 U.S. 113 (1973).
2 Dobbs v. Jackson Women’s Health Org., 142 S. Ct. 2228, 2284 (2022) (“The Constitution does not prohibit the citizens of each State from regulating or prohibiting abortion.”).
3 Id. at 2243.
5 We use the term “restrictionist” to characterize states that regulate abortion in ways that would have been impermissible prior to Dobbs.
7 Dobbs, 142 S. Ct. at 2250, 2254; see also Doctors Weren’t Considered in Dobbs, but Now They’re on Abortion’s Legal Front Lines, NPR (July 3, 2022), https://www.npr.org/transcripts/1109483662 [https://perma.cc/DT8V-SQZG] (noting the American College of
By the beginning of July 2022—merely a week after Dobbs—eight of those thirteen states with extant criminal prohibitions on abortion had kicked these punitive laws into force.8 Several of these legal regimes, including Kentucky’s, South Dakota’s, and Louisiana’s, contain exceptions for when the mother’s life is at risk but not for when their health is seriously imperiled; nor do they carve out cases of rape or incest.9 Under such laws, providers can be charged with “some class of felony, with punishments that include fines, prison time and revocation of medical licenses.”10 Louisiana’s statute, for example, imposes sentences up to two years, or fines of up to $1,000;11 Idaho’s allows sentences between two and five years for people who perform abortions, as well as professional discipline including the suspension or termination of medical licenses for medical providers.12 Texas’s Attorney General, further, sued to enjoin a federal mandate to provide abortion services under emergency conditions—in effect, demanding that the state’s prohibition on abortion override not just a person’s right to choice but also the right to life.13 Beyond these criminal law instruments, states such as Texas, Idaho, and Oklahoma have, within the last two years, enacted statutes permitting private citizens to seek civil penalties against abortion providers and others.14

Obstetricians and Gynecologists’ criticisms of Justice Alito’s choice of words as “[i]nflammatory” and “inaccurate”).


9 See Nash & Guarnieri, supra note 4.


12 IDAHO CODE ANN. § 18-605 (West 2022); see also Nash & Guarnieri, supra note 4.


14 On Texas’s law, see Texas Heartbeat Act, S.B.8, 87th Leg., Reg. Sess. (Tex. 2021) (codified at TEX. HEALTH & SAFETY CODE ANN. § 171.208(a)(1) & (2) (West 2021)) (allowing any private party to bring a suit for damages of no less than $10,000 or injunctive relief against a person who “performs or induces” a covered abortion or knowingly “aids or abets the performance or inducement of an abortion,” whether or not the person knows abortions have been banned). On Oklahoma’s law, see Jessica Glenza, Oklahoma Republican-Led Legislature Passes Nation’s Strictest Abortion Ban, THE GUARDIAN (May 19, 2022, 4:20 PM), https://www.theguardian.com/us-news/2022/may/19/oklahoma-
Criminal law enforcement efforts will therefore be supplemented by private legal actions and private investigative efforts.

There is, to be clear, little new in the deployment of the criminal law and its violent adjuncts as instruments to regulate intimate “morals.” The practice goes back to the beginning of the Republic.\footnote{See \textit{John D’Emilio \& Estelle B. Freedman, Intimate Matters: A History of Sexuality in America} 15–32 (1988); accord \textit{Lawrence M. Friedman, Crime and Punishment in American History} 127–32 (1993) (detailing history of moral crimes).} The historian William Novak has described a “transformation in attitudes toward morality around 1776 . . . in the direction of increased rather than decreased public attention . . . [and] one of the most concerted and energetic moral reform movements in American history.”\footnote{\textit{William J. Novak, The People’s Welfare: Law and Regulation in Nineteenth-Century America} 152 (1996).} Writing in 1904, law professor Ernst Freund of the University of Chicago merely echoed the putative wisdom of his day when he explained that the “cultivation of moral, intellectual and aesthetic forces and interests which advance civilization and benefit the community . . . cannot be a matter of indifference to the state.”\footnote{\textit{Ernst Freund, The Police Power: Public Policy and Constitutional Rights} 9 (1904).} The criminal law was used to “reinforce family law’s substantive restrictions. Family law says what marriage is, and criminal law . . . criminaliz[ed] behavior, and actors, ineligible for marriage.”\footnote{Melissa Murray, \textit{Strange Bedfellows: Criminal Law, Family Law, and the Legal Construction of Intimate Life}, 94 \textit{Iowa L. Rev.} 1253, 1268 (2009).} Pregnancy, as a result, has long been in prosecutors’ crosshairs. A 2013 scholarly study identified 413 cases arising between 1973 and 2005 in which the fact of pregnancy was a necessary predicate for an attempted or successful criminal action (despite \textit{Roe}).\footnote{Lynn M. Paltrow \& Jeanne Flavin, \textit{Arrests of and Forced Interventions on Pregnant Women in the United States, 1973–2005: Implications for Women’s Legal Status and Public Health}, 38 \textit{J. Health Pol., Pol’y \& L.} 299, 299–300 (2013).} A non-profit conducting a follow-on study found approximately 1,331 additional instances between 2006 and 2020 in which pregnancy was a predicate
for criminal prosecution. So it is no surprise that the criminal law—and in particular its use as an instrument of moral conformity—lurked closely in the background of the first Supreme Court disputes concerning the constitutional right to sexual privacy.

Yet “morals regulation” using the criminal law circa 2023 poses new and quite different concerns from those of a century, or even a half-century, ago. Reproductive choice and its nemesis rest on information. For pregnant people, deciding on a choice of medical care entails a search for advice and services. Meanwhile, efforts to regulate abortion begin with clinic closings but quickly will fan out into civil actions and criminal indictments of patients, providers, and those who facilitate abortions. Like the pregnant themselves, restrictionist enforcers depend upon information.

In the contemporary context, both the search for support of reproductive choice and efforts to suppress it play out in a digital landscape. Ours is an era in which most people use search engines or social media to access information. So the digital architecture and data retention policies of those platforms will determine not only whether the pregnant can access medically accurate advice but also whether the mere act of doing so places them in legal peril by leaving a discoverable digital trace. Access to counseling and services such as medication abortion are now increasingly digitized and online. A medication abortion involves the use of drugs such as mifepristone and misoprostol, both currently approved by the Food and Drug Administration (FDA), up through seventy days of pregnancy.

During the COVID-19 pandemic, the FDA relaxed in-person dispensing requirements to allow prescriptions based on medical history

---


21 See Melissa Murray, Essay, Griswold’s Criminal Law, 47 Conn. L. Rev. 1045, 1061 (2015). In a subsequent piece, Murray identifies three forces driving increasing deregulation of sexual morality: “(1) the liberalization of laws criminalizing private, consensual adult sex; (2) the emerging sensibility that the state should not use the criminal law to express moral judgments about private, consensual, sexual behavior; . . . (3) the emergence—and expansion—of constitutional protection for private, consensual adult sex, whether marital or not.” Melissa Murray, Essay, Rights and Regulation: The Evolution of Sexual Regulation, 116 Colum. L. Rev. 573, 581–82 (2016) (footnotes and citations omitted).

22 See supra notes 8–13 and accompanying text (discussing the spate of laws imposing criminal and civil penalties for abortion).
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alone, opening the door to online and telemedicine prescriptions. A study of 3,779 patients who had undergone medical abortions based solely on medical history reported complications in only 0.54% of cases. An additional study, focused on medical abortion by telemedicine, found no statistically significant differences in health risks or complications between in-person and telemedicine medication abortion groups. Medical providers in Dobbs’s wake found themselves “pushing the envelope” to meet a surging demand for such medication abortion. The availability of digitally mediated advice, medication, and services lowers the costs of becoming educated and accessing care. But it also creates new angles of exposure to criminal and civil liability.

Today, unlike in 1973, prosecutors and civil litigants searching for the formerly pregnant or for those potentially seeking to terminate a pregnancy can mine a vast universe of digital data. This is not just a result of accessing search engines or provider websites. Abortion-relevant data is also generated by cellphones, portable fitness devices, vehicles, cameras, interactions with employers and medical personnel, and other uses of technology. Many of these digital traces can be used not just to undo access to medical care but also to undermine what Danielle Keats Citron, in an important article, calls “sexual privacy—the social norms (behaviors, expectations, and decisions) that govern access to, and information about, individuals’ intimate lives.”

This efflorescence of digital data poses well-recognized challenges for Fourth Amendment privacy in general. The implications for a

24 Id.
25 Id.
29 Danielle Keats Citron, Sexual Privacy, 128 Yale L.J. 1870, 1874 (2019).
The post-Roe world of roving restrictionist Javerts, public and private, have yet to be understood in full. Even in the immediate twilight of constitutional reproductive privacy rights, and before the machinery of state power has cranked up, it is plain that concerns both for reproductive choice and for privacy more generally are serious. In 2015, for example, an Indiana woman was convicted on felony charges related to her fetus’s death on the basis of text messages related to abortion medications she sent to a friend.31 In 2017, a woman was indicted for second-degree murder after a stillbirth, with the prosecution pointing to mentions of misoprostol in her internet search history.32 And in August 2022, Nebraska police reportedly used a warrant to acquire digital data from Facebook in order to indict a forty-one-year-old woman on a felony charge related to her daughter’s decision to seek an abortion.33 We very much doubt that this will be the last such instance in which digital data is used to further restrictionist ends after Dobbs.

At the same time, it seems very unlikely that the Supreme Court today will impose any significant privacy-related barriers to such prosecutions. This creates another profound difference between the pre-Roe and the post-Dobbs landscape. Seventy-odd years ago, “concerns about homosexuality, and about the policing of homosexuality” prompted the Court to strengthen criminal procedure rights.34 Now, however, it seems far more probable that the Roberts Court will do away with established criminal procedure entitlements in its zeal to facilitate the hunt for “abortionists.”35

The scope and operation of abortion-related digital privacy is not just a function of decisions by restrictionist prosecutors and civil liti-
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Dobbs. Other actors play a decisive role. Opportunities to protect digital privacy will turn on how social media platforms and other commercial actors who engage with data respond to *Dobbs*; what forms of digital empowerment these firms make available to individual pregnant patients and how the patients behave; and whether state and federal lawmakers protective of safe reproductive care act through legislation or regulation to advance digital privacy. The regulatory terrain, in short, is highly complex. It is not just a function of the formal law on the books. It will crystallize out of a combination of individual actions and commercial decisionmaking—especially in respect to the architecture of digital transactions and the wider data-related economy—as well as formal legal rules.

This Article offers an in-depth accounting of abortion-related digital privacy after *Dobbs*. Our aim is to build on the growing recognition that digital privacy for pregnant persons in the United States has suddenly become a tremendously fraught and complex question. We first aim to elucidate, as a positive matter, the complex social, legal, and economic terrain upon which firms, individuals, and states will make privacy-related decisions. Beyond this political economy, we develop a moral and economic argument that digital firms should maximize digital privacy for pregnant persons within the scope of the law and should actively resist restrictionist states’ efforts to instrumentalize them into their war on reproductive choice.

We then lay out precise, tangible steps that firms should take to enact this active resistance, explaining a range of powerful yet legal options for firms to refuse cooperation with restrictionist criminal and civil investigations.

Finally, we present an original, concrete, and immediately actionable proposal for legislative intervention at either the state or the federal level: the enactment of statutory evidentiary privileges that shield abortion-relevant data from restrictionist warrants, subpoenas, court orders, and judicial proceedings. Such a privilege was first proposed publicly (by one of us) in congressional testimony on July 19, 2022. We demonstrate that the privilege could also be adopted at the state level.

Our work here builds on and extends a published literature. One pre-*Dobbs* law review article by Cynthia Conti-Cook discusses exten-

---

sively the use of digital evidence in pregnancy-related prosecutions. Conti-Cook takes a historical lens on medical surveillance before identifying some angles from which patients are digitally exposed with respect to abortion restrictions and considering how “social justice movements” and criminal defenders could respond.

A post-\textit{Dobbs} scholarly conversation more expansively interrogates the relationship between digital privacy and access to abortion. Multiple scholars have recognized that digital surveillance infrastructure can be mobilized for restrictionist investigations, and that poor, underserved communities of color are likely to be disproportionately targeted. Anya Prince and Allyson Haynes Stuart advocate for new federal data privacy legislation to protect access to abortion and other reproductive health services. Leah Fowler and Michael Ulrich, in contrast, express skepticism that Congress can effectively pass and implement federal data privacy legislation, and worry that any legislation that does pass will include exceptions that permit law enforcement to access the protected data and thus do little to prevent restrictionist prosecutions.

\begin{footnotesize}
\begin{enumerate}
\item Id. at 22–58, 66, 70–71 (briefly discussing legal responses, focusing on the role of criminal defenders); Michele Estrin Gilman, \textit{Feminism, Privacy and Law in Cyberspace}, in \textit{Oxford Handbook of Feminism and Law in the U.S.} 6 (Deborah Brake et al. eds., 2021) (ebook) (briefly discussing antiabortion activists’ use of digital technologies such as geofencing to target people seeking abortions).
\item Anya Prince advocates for a comprehensive federal data privacy law capacious enough “to truly protect reproductive health privacy,” including protections from “companies collecting data, data brokers, and law enforcement access of data beyond warrants, such as informal requests or purchasing,” Anya E.R. Prince, \textit{Reproductive Health Surveillance}, 64 B.C. L. REV. (forthcoming 2023) (manuscript at 51–52), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4176557 [https://perma.cc/W64V-LJF]. Prince emphasizes the benefits not only for abortion access but also for reproductive health privacy more generally. Id. at 36–40. Allyson Haynes Stuart also raises concern that \textit{Dobbs}’s undermining of the constitutional right to privacy will erode protections against civil discovery of reproductive health and other personal information, including not only in antiabortion civil lawsuits but also in sexual harassment claims and claims alleging physical or mental injury. Allyson Haynes Stuart, \textit{Privacy in Discovery After Dobbs}, 26 VA. J.L. & TECH. 4, 5–8, 31 (2023). Stuart advocates express codification of a privacy interest in civil discovery balancing tests, as well as more general legislation recognizing a right to informational privacy. Id. at 30–31.
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the Surveillance Technology Oversight Project and the Electronic Frontier Foundation, among others, look at a wide range of surveillance pathways and the choices confronting private actors.42 Yet the brevity of these reports means that they only hint at the range and complexity of legal issues in the post-Dobbs digital landscape. The implications of our digital economy for both access to abortion services and the attendant risk of prosecution have also been intermittently glimpsed in media reports but have not received any sustained mapping.43

Each of those writings makes valuable points. We strive to build on their contributions, not duplicate them, by developing a more comprehensive yet transparent typology of relevant digital information flows; by more closely examining the role of private actors in the post-Dobbs world, and by offering a clearer explanation of the ensuing pro-privacy options for privacy-friendly firms and states. To our knowledge, for example, no prior work has detailed the extent to which firms can refuse cooperation with restrictionist law enforcement demands while remaining within the letter of the law. And no prior work has proposed enacting evidentiary privileges to shield abortion-relevant data from restrictionist enforcement efforts.

Our specific aims in this Article are threefold. First, we offer a positive account of how the architecture of digital information flows interacts with the hydraulics of reproductive choice and the strategies of its foes. By doing so, we clarify the ways in which structural choices made within the digital economy create opportunities for both reproductive choice’s allies and its enemies. We underscore here in particular the bilateral character of the flow of information (to patients and

---


43 See, e.g., Kaste, supra note 33 (describing the use of Facebook messages to prosecute a mother and daughter for violating abortion laws).
to their persecutors), which makes the digital domain an inconstant friend where reproductive choice is concerned. This map of the informational (or epistemic) landscape on which the new abortion wars will unroll does double duty as a guide for those concerned with their vulnerability to state supervision.

Second, we analyze the ethical, legal, and economic dilemmas faced by crucial sets of private actors: technology firms and their users. We show that search firms, social media, data brokers, and platforms—indeed any firm with a digital footprint falls into the scope of what we call a “digital” or a “technology” firm—will have to make fraught choices post-\textit{Dobbs}. The modal response of tech firms to date has been to suggest they will firmly defend their employees’ access to reproductive services, but not their users’.\footnote{And indeed, not all workers. See Caitlin Harrington, \textit{Tech Companies Will Cover Abortion Travel, but Not for All Workers}, \textit{WIRED} (July 7, 2022, 7:00 AM), https://www.wired.com/story/tech-companies-abortion-travel [https://perma.cc/9FUL-DKMJ].} This line is untenable. Worse for tech companies hoping to avoid taking a position, we demonstrate that private firms will not be able to use geographic boundaries to demarcate zones of compliance with law enforcement, as opposed to respect for reproductive choice. Neither patients nor restrictionist enforcement efforts will respect state lines. Digital firms, therefore, will inevitably be forced to choose whether to cooperate with restrictionist efforts turning on persons or data located outside the geographical bounds of states that limit abortion. Similarly, data gathered in restrictionist states can reveal activities by providers and pregnant persons within states where abortion is broadly lawful. The risk of such exposure is likely to have a chilling effect. The comprehensive blurring of geographic lines also means that digital firms must take sides: There is no neutral ground.

In light of these dynamics, we canvas the ethical and economic arguments for minimizing, within legal bounds, the extent to which technology firms’ digital architectures and prior actions expose their users to abortion-related investigation and prosecution. We conclude that there are powerful reasons for some (if not all) companies to maximize privacy by design—and even at the margins take on some risk of law-related costs in the defense of reproductive choice—based on their own narrowly conceived commercial interests.

\footnote{And indeed, not all workers. See Caitlin Harrington, \textit{Tech Companies Will Cover Abortion Travel, but Not for All Workers}, \textit{WIRED} (July 7, 2022, 7:00 AM), https://www.wired.com/story/tech-companies-abortion-travel [https://perma.cc/9FUL-DKMJ]. Further, given the speed at which such policies were rolled out, it is reasonable to ask whether they will be durable. See Jacob Kastrenakes, \textit{Why Big Tech Companies Are So Quiet on Abortion Rights}, \textit{The Verge} (June 30, 2022, 1:56 PM), https://www.theverge.com/2022/6/30/23189810/abortion-rights-activism-big-tech-employees [https://perma.cc/QKP6-G2JW] (reporting “quick, makeshift policies aligning these companies with the right to choose and granting benefits that supported that stance”).}
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Finally, we shift into a prescriptive gear to ask what can be done—by firms and individuals and even pro-choice states—to maximize digital privacy in relation to reproductive choice.\(^{45}\) To this end, we offer a taxonomy of what we dub “battlefields” in the coming abortion wars. These battlefields are four distinct “quarters” of the digital world in which the abortion wars might unfold: (1) technology firms’ decisions to collect and retain data; (2) technology firms’ responses to regulators’ demands for information; (3) technological infrastructure that empowers individual users to access information privately and securely; and (4) state and federal data privacy and evidentiary privilege regulation or legislation. These four battlefields, for patients and regulators alike, act as substitutes in part and complements in part. Clarifying their interrelationship helps focus on where and how reproductive choice can best be enabled—or repressed. What ensues from this analysis is a manifesto for digital privacy to enable reproductive choice.

Lest there be any doubt about the perspective from which we write, we should clarify up front our normative priors. We approach the analysis on the assumption that Dobbs was incorrectly decided as a matter of law and as a moral matter. A view of the fundamental rights to life and liberty under the Fourteenth Amendment should account for all Americans’ experience. It should not be insensitive to the radical political exclusion women have experienced through much American history. So understood, historical inquiry of the sort supposedly deployed in Dobbs would quickly reveal the centrality of reproductive choice to the felt experience of liberty and life. We are further persuaded by the moral case in favor of abortion developed by philosophers such as Judith Jarvis Thompson and Richard Hare.\(^{46}\)

Unlike the Dobbs Court, moreover, we are alive to the relation between restrictionist regulation and the marginalization and disempowerment of women as a class even as we are aware of the way in

\(^{45}\) We do not address here the federal administrative state, including the FDA and other agencies. Presumably, the latter’s posture will change radically depending on which party controls the White House. It would be peculiar to plot out choice-enabling regulatory strategies on the (false) assumption that federal policy won’t change.

which abortion sweeps in those who do not identify as women while experiencing pregnancy.\footnote{While centering the historical role of misogynistic ideas, we also acknowledge the spillovers that abortion has on those close to the regulated person. The main text, in other words, should not be understood as a repudiation of the moral complexity of how abortion bans affect real families.}

Although we disagree sharply with Dobbs on both legal and moral grounds, we nevertheless stipulate its outcome as a matter of positive (but unjust and incorrect) law for the purposes of analysis here. Our approach is, at the same time, sensitive to the powerful liberty, anti-domination, and equality interests at stake when reproductive choice is curtailed. The Court’s failure to recognize or honor those interests is hardly warrant for the rest of us to do the same. Nor is the bare fact of criminalization enough to squelch the powerful moral and medical interests that the pregnant have in accessing information and care. American history is full of instances in which state-level criminalization and pendent investigative powers have been used for morally bankrupt ends such as the enforcement of chattel slavery before the Civil War\footnote{Sally E. Hadden, Slave Patrols: Law and Violence in Virginia and the Carolinas 114 (2001).} or its recreation through “Black Codes” and convict leasing laws in the late eighteenth century.\footnote{Rebecca M. McLennan, The Crisis of Imprisonment: Protest, Politics, and the Making of the American Penal State, 1776–1941, at 85–86 (2008) (exploring ways in which the exception in the Thirteenth Amendment was exploited).}

Our argument in the balance of the paper proceeds as follows. Part I crisply maps the bilateral economy of digital data flows—to patients and to prosecutors—that works as terrain in the new abortion wars. We draw attention here in particular to epistemic dynamics that, to date, have been understudied or ignored. Part II turns to the ethical and economic choices of technology firms straddling this landscape. We ask here both what would be ethical, and what would be efficient (i.e., wealth-maximizing), for different firms to do. Part III then offers a taxonomy of digital battlefields. It points the way toward complementary choices by private firms, individuals, and choice-favoring legislatures that would expand access to reproductive care without the risk of state coercion.

I

THE EPISTEMIC ECONOMY OF ABORTION AND ITS REGULATION

This Part sets out the epistemic economy of post-Dobbs conflict over abortion. Its core thesis is that this economy is made up of two
interlocking parts. On one side is the search for information by pregnant persons in relation to reproductive choice. On the other, the act of seeking and then acting upon this information cuts the grooves along which the investigative efforts of restrictionist actors largely run. This is because the former creates trails of data that can later be used to infer the fact of pregnancy and actions (even tentative or incomplete) toward the termination of a pregnancy. This bilateral, or mirroring, dynamic arises because of the way in which digital activity leaves traces that allow a subsequent reconstruction of an actor’s movements, decisions, and even (by inference) thoughts while online. In contrast, activity in the physical world is much less likely to leave behind traces that allow a subsequent actor to come along afterward and reconstruct earlier searches, communications, and acquisitions. The migration of activity from the physical world to the digital world therefore creates a mirroring—what is done at first can be mirrored and hence reconstructed later. This mirroring dynamic has no close precedent in the pre-\textit{Roe} era.

We begin by exploring this mirroring relation between digital activity by potential patients and the investigative activity of those seeking to prevent abortions because it helps explain the potent strategies both for advancing and retarding reproductive privacy in an increasingly digitized context. We then briefly sketch the digital economy against which epistemic conflict over abortion arises. We outline the patient’s search challenge, the ensuing restrictionist’s challenge of drawing inferences from the ensuing data trails, and the strategies for epistemic access to restrictionist ends.

\textbf{A. The Ecosystem of Digital Data}

Conflict over abortion access occurs against the context of a new economic logic, often called “surveillance capitalism” or “informational capitalism,” that is organized around the acquisition and exploitation of personal data.\footnote{There is one important exception to this bilateral, or mirroring, dynamic that we set forth below arising from the power of machine-learning tools to leverage non-search activities to draw inferences about private facts.} Such data is produced, as most readers will know, as an unintended byproduct of access to internet search

tools, social media platforms and other communication apps, and web-based services to make purchases or access services via a smartphone or another wired device. A great deal of data is created this way. There are approximately 307.2 million internet users in the United States, of which 282.48 million access the internet via mobile devices. Personal data are also generated by one’s physical movement through the world. Data are produced, for example, by location-tracking tools in cellphones, Fitbits, and other devices carried or worn on the body. They are output by sensors built into smart vehicles. Their production is also a consequence of a broader “Internet of things.” This term is used to describe the way in which ordinary devices are armed with sensors and capable of transmitting data to central servers. The result is an “exaflood” of data concerning individuals’ physical states, movements, interests, and moods on a minute-by-minute basis.

The personal data thereby created is increasingly commercially valuable because it can be analyzed to “infer and deduce the thoughts, feelings, intentions, and interests of individuals.” Such information is frequently monetized through the sale of digital advertising. The

---

52 Omri Ben-Shahar, Data Pollution, 11 J. Legal Analysis 104, 105 (2019) (“Digital platforms are learning who and where people are at any given time, what they did in the past and how they plan their future, what and who they like, and how their decisions could be influenced.”).


54 See, e.g., Ben-Shahar, supra note 52, at 113 (discussing the uses of locational data generated by the Strava fitness app).


56 Ferguson, supra note 30, at 548 (“From smartphones, fitness trackers, enchanted pill bottles, smart cars, and even smart refrigerators, these objects create extensive data trails revealing personal information, patterns, and activities.”). For an excellent general introduction to the concept and its applications, see Samuel Greengard, The Internet of Things (2015).


58 Zuboff, supra note 51, at 80–81.

59 See, e.g., Bass v. Facebook, Inc., 394 F. Supp. 3d 1024, 1028 (N.D. Cal. 2019) (noting that 96% of Facebook’s revenue comes from targeted advertising). In 2018 alone,
resulting market is staggering in scale: In 2019, a handful of dominant social media platforms in the United States had a market capitalization of more than four trillion dollars.\textsuperscript{60} They, like other firms that capture data, feed into a multi-million dollar secondary market of “brokers” that buy and sell that personal data.\textsuperscript{61} The resulting economic logic of data “extraction, processing, and execution that characterizes surveillance capitalism” creates a direct causal link between the ability to capture personal data and the potential for economic profit through behavioral advertising.\textsuperscript{62} Given the scale of potential profit, platforms and many other firms have powerful incentives to maximize the collection of personal data.\textsuperscript{63} Moreover, identifying pregnant people, even those who do not want to be identified, is a particularly lucrative advertising opportunity because becoming a new parent is one of the few life changes that leads to new purchasing habits.\textsuperscript{64}

To be sure, this does not mean that firms never willingly forego such collection. Apple’s decision to install end-to-end encryption on its message app is an instance of consumer demand for privacy outstripping the firm’s pecuniary interest in data.\textsuperscript{65} Apple and Google have also made storage encryption a default on their more recent operating systems.\textsuperscript{66} Apple, however, also “publicly touts how its busi-

---


\textsuperscript{61} Matthew Crain, The Limits of Transparency: Data Brokers and Commodity, 20 NEW MEDIA & SOC’Y 88, 98 (2016); see also Huq, supra note 51, at 346–47 (discussing the distinctive role of data brokers in the digital economy).


\textsuperscript{63} See Zuboff, supra note 51, at 74–92 (recounting how Google gave up on a model of limited data collection under pressure from its private investors).

\textsuperscript{64} See, e.g., Charles Duhigg, How Companies Learn Your Secrets, N.Y. TIMES MAG. (Feb. 16, 2012), https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html [https://perma.cc/4ZVN-BUAU] (“And among life events, none are more important than the arrival of a baby. At that moment, new parents’ habits are more flexible than at almost any other time in their adult lives.”).


ness model doesn’t need to access user data” in ways that underscore how its commercial incentives diverge sharply from those of its competitors.67

Notwithstanding such examples, it seems reasonable to anticipate that, even in a post-Dobbs world, many commercial actors will heed the powerful financial incentives created by surveillance capitalism to capture personal data about pregnant people either for their own internal uses or for sale on the secondary market. We return in Part III to the question of whether there are countervailing pressures that might curb these appetites at least for some firms.

B. The Patient’s Search

Access to reproductive care interacts with these data-based economies in three main ways: (1) through the collection and use of biometric data, including by self-tracking tools; (2) through the role that search engines and social networks play in information acquisition; and (3) through the increasing pervasiveness of location-tracking tools.

To begin with, patients increasingly obtain information about the fact and the development of a pregnancy through mobile devices that engage in “self-tracking.” This involves the collection and analysis of biometric data about patients’ “wellness and health” through wearable devices.68 About one in five Americans uses a smart watch or wearable fitness tracker.69 By gathering data on exercise, diet, and more, self-tracking apps enable individuals (or third parties such as spouses, employers, or physicians) to take preemptive action in respect to their health.70

Most relevant here are period tracking apps, which gather information on menstrual cycles, moods, fetal movements, and more.71

---

68 GINA NEFF & DAWN NAFFUS, SELF-TRACKING 2 (2016).
70 See Stine Lomborg & Kirsten Frandsen, Self-tracking as Communication, 19 Info. Commc’n & Soc’y 1015, 1017 (2016) (“A key idea is that self-tracking, because of its making visible patterns regarding calorie intake, exercise, sleep and so on, may be seen as a resource for empowering the individual user vis-à-vis health-care professionals.”).
Some can predict a pregnancy “on average nine days before at-home pregnancy tests.”72 Almost one-third of women in the United States have used or now use period-tracking apps.73 Other apps also track menstrual cycles, but “for the benefit of [a] partner[].”74 Another part of the multi-billion dollar workplace wellness industry75 allows employers to purchase self-tracking tools for their workers, retaining access to, and even sharing with insurers, the data thereby generated.76 For example, Progyny is a very profitable company that manages fertility benefits for employees at large companies.77 Other apps marketed directly to employers “focus on the aspects of women’s health linked to reproduction, including menstruation, fertility, pregnancy, and menopause.”78

Second, after a person starts to suspect or confirms the fact of a pregnancy, they may seek out information about their medical options. Patients’ search for information about reproductive care and access to services likely transpires through online search engines such as Google.79 When patients transact with providers or secure prescriptions online, this also generates data trails: search histories associated with a person’s internet protocol (IP) address; details of any financial helpful tools for monitoring menstrual cycle problems, preventing pregnancy, and getting pregnant).

73 Rosato, supra note 71.
79 See Conti-Cook, supra note 37, at 22–28 (noting that pregnant people often turn to searching online to get information on their reproductive health).
The quality of the search results hinges on several structural decisions firms need to make about the architecture of their applications. To begin with, search algorithms can do a better or worse job of screening for false or misleading information. One study by the Center for Countering Digital Hate found that 37% of Google Maps results and 11% of Google searches for “abortion clinic near me” and “abortion pill” in presently restrictive states directed users to “crisis pregnancy centers” or “pregnancy resource centers.” These do not provide abortions and instead “oppose abortions, shame abortion care, or promote alternatives to abortion.” Pro-life pregnancy centers have a record of “threshold deception that attracts women to pregnancy centers” and “misinformation . . . once they walked through a pregnancy center’s doors.”

Even though these search results arise from the automated operation of Google’s PageRank algorithm, they are self-evidently in some tension with the premise that the algorithm matches users to what they want to see, as opposed to what a third party wants them to see. It seems implausible that patients are seeking misleading information on reproductive health when they go online.

Further, social media networks’ content moderation decisions will also shape the epistemic environment. After Dobbs, for example, Facebook and Instagram both promptly removed posts offering abortion medication. Even truthful statements such as “abortion pills can be mailed” have been removed by content-moderation algorithms.

---


82 That said, we recognize that confirmation bias can skew search efforts even in respect to health data. For evidence on this point in the context of childhood vaccines, see Corine S. Meppelink, Edith G. Smit, Marieke L. Fransen & Nicola Diviani, “I Was Right About Vaccination”: Confirmation Bias and Health Literacy in Online Health Information Seeking, 24 J. HEALTH COMM’N 129, 129–30 (2019). Our point here is that there is likely to be a substantial number of people searching for reproductive health information who do not want distorted information.

83 Instagram and Facebook Begin Removing Posts Offering Abortion Pills, NPR (June 28, 2022, 12:27 AM), https://www.npr.org/2022/06/28/1108107718/instagram-and-facebook-begin-removing-posts-offering-abortion-pills [https://perma.cc/G6TG-E4N9] (“Facebook and Instagram have begun promptly removing posts that offer abortion pills to women who may not be able to access them following a Supreme Court decision that stripped away constitutional protections for the procedure.”).
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The alacrity of platforms’ censorship efforts respecting abortion contrasts with comparatively ineffectual takedown policies respecting racial hate speech.85 The increasing use of algorithmic tools to manage content moderation also means that the relative priority of different speech prohibitions on a platform is unlikely to be apparent to casual users.86 Nor will it be clear whether these differences flow from deliberate policy choices or are inadvertent effects of content-moderation systems. Indeed, they may not be legible without sophisticated empirical inquiries. Beyond these concerns, online access to information and services depends on internet service providers (ISPs) facilitating such access. But ISPs have in the past “throttled” access to certain sites.87 Alternatively, a content delivery network (CDN) might decide to withdraw protection from cyberattacks, which often aim at disabling the site and hence preventing access by internet users.88 Further, service providers can limit access to sites at the domain-name system level such that sites are never accessible from other parts of the internet.89 The federal government has also seized domain names, “changing the pointer in the routing system to the Justice Department web site.”90

85 About half of the misogynistic and racist posts that violate Facebook’s community standards are not taken down, even when they are reported to the company. See Caitlin Ring Carlson & Hayley Rousselle, Report and Repeat: Investigating Facebook’s Hate Speech Removal Process, FIRST MONDAY (Feb. 2020), https://journals.uic.edu/ojs/index.php/fm/article/view/10288/8327 [https://perma.cc/6LFA-HHDZ].


87 Andrea M. Matwyshyn, Unavailable, 81 U. PITT. L. REV. 349, 369 (2019) (noting that certain access plans are “contractually subject to throttling in the sole discretion of [ISPs such as] Verizon”).


The transaction costs and results of patient search, in short, hinge to a large extent on firms’ decisions about the architecture of online access to information. Their architectural choices, however, will largely be opaque to patients.

Third, state-level prohibitions on abortion create an incentive for those seeking reproductive care to cross state borders and seek services in another jurisdiction. The search for services need not explicitly rely on digital tools, like the search for information via search engines, to leave a digital trace. As we have noted, individuals’ movements generate digital traces because of the presence of location-tracking capabilities in phones, wearable devices, and vehicles. Unless a patient makes a conscious decision to avoid generating such digital data trails, it is very likely that they will inadvertently create a record of their activities.\textsuperscript{91} For example, the use of an Alphabet app generates locational data because the company logs GPS data “about every two minutes” so long as one of its apps is in use on a phone.\textsuperscript{92} A person who uses Google Maps, or communicates via Google Chat, while physically accessing an abortion-related service generates a corresponding data trail even if they are not using those apps for the purpose of securing such access. And a person who does not realize that their apps are generating and sharing these data will unwittingly create a record of their search for abortion-related information and services.

\section*{C. The Restrictionist’s Search}

“Law enforcement, civil or criminal, depends on information.”\textsuperscript{93} Because so much patient activity occurs online, or alternatively generates a digital data trail, the antiabortion prosecutor (or, indeed, civil plaintiff under certain circumstances) is likely to begin their search not solely with eyewitness interviews or physical evidence but also by looking for the electronic traces of patient search.\textsuperscript{94} Prosecutors and

\textsuperscript{91} In practice, it is extremely difficult to preserve anonymity given the penetration of the digital economy into daily life. See If You Think You’re Anonymous Online, Think Again, NPR (Feb. 24, 2014, 11:00 AM), https://www.npr.org/transcripts/282061990 [https://perma.cc/9536-KK6Q] (discussing efforts by journalist Julia Angwin to remove her presence online).

\textsuperscript{92} Bobby Allyn, Privacy Advocates Fear Google Will Be Used to Prosecute Abortion Seekers, NPR (July 11, 2022, 5:00 AM), https://www.npr.org/2022/07/11/1110391316/google-data-abortion-prosecutions [https://perma.cc/NN9L-CY2A].


\textsuperscript{94} Cf. Daniel C. Richman, Framing the Prosecution, 87 S. Cal. L. Rev. 673, 676 (2014) (noting ongoing reliance on eyewitnesses despite developments of the surveillance state).
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civil plaintiffs wanting to identify patients who have sought or intend to seek reproductive care covered by a restrictionist state statute can exploit this rich digital environment by following the data trail left by a pregnant person. This allows them to “mirror,” and hence recreate, an inventory of the pregnant person’s activities, movements, conversations, and perhaps even thoughts.

This process is appropriately called “mirroring” because it involves retracing the pregnant person’s steps and gathering data that acts as a “mirror” of that person’s earlier activities. The advent of machine-learning instruments for inferring new facts from large volumes of data, in addition, allows inferences about pregnancy even when the person concerned has not tracked their own biometric data, used online search tools, or created locational traces. The use of predictive inference to identify abortion access supplements the use of personal data as a revelatory mirror of earlier online and physical activity.

1. Following the Data Trails Using Compulsory Legal Process

   Consider first the ways in which law enforcement can access the biometric and internet-use-related data generated by patients. In respect to these forms of data, prosecutors can avail themselves of “[s]earches of digital devices” as an “increasingly common form of surveillance.” If prosecutors do not have the device in question, they can instead directly secure data from tech firms such as ISPs and search providers. Google alone receives tens of thousands of requests annually from law enforcement. Law enforcement can obtain warrants, which are issued on the basis of a showing of probable cause. They can obtain wiretap orders to require real-time disclosures of such data as it is being created. And, although controversial and subject to ongoing Fourth Amendment challenges, they can use geofence warrants to compel disclosures of information about everyone who passed through a particular location at a particular time, or searched the web for a particular keyword. A geofence warrant “[S]pecifies a location and period of time, and, after judicial approval, companies

---

95 Conti-Cook, supra note 37, at 29.
conduct sweeping searches of their location databases and provide a list of cell phones and affiliated users found at or near a specific area during a given timeframe . . . ”  

Moreover, warrants are not the only or the easiest search tool. A grand jury subpoena allows a federal investigator to obtain “documentary or digital evidence with almost no constitutional limitation other than a watered down version of the Fourth Amendment reasonableness requirement.”  

Similarly, an administrative subpoena can be secured without a showing of probable cause. These cannot be used for all forms of data. Data classified as content generally requires a warrant for government access. 

Yet even when it comes to content data, warrants will offer only very limited protection against restrictionist law enforcement demands. Where a warrant is required, the Fourth Amendment hitches the scope of police search authority to the scope of substantive criminal law. A probable cause determination requires a magistrate to consider whether there is evidence pertaining to the elements of a cited criminal law. Of course, restrictionist prosecutors will be able to point to criminal statutes in seeking evidence about abortion. And the broader those laws, the easier it will be to show probable cause. As a result, there will be many instances in which a warrant will not be difficult to obtain because there is a readily pertinent and applicable statutory hook for probable cause. Indeed, the linkage between the scope of criminal law and the reach of lawful search authority creates

---


100 Baer, supra note 93, at 1699 (discussing United States v. R. Enters., Inc., 498 U.S. 292, 299 (1991)).

101 See United States v. Morton Salt Co., 338 U.S. 632, 652 (1950) (“[I]t is sufficient if the inquiry is within the authority of the agency, the demand is not too indefinite and the information sought is reasonably relevant.”); see also Okla. Press Publ’g Co. v. Walling, 327 U.S. 186, 218 (1946) (“No sufficient reason was set forth . . . for not enforcing the subpoenas . . . ”).

102 See United States v. Warshak, 631 F.3d 266, 284 (6th Cir. 2010) (finding that a criminal defendant had a reasonable expectation of privacy in the content of his emails for Fourth Amendment purposes). On the influence of the Warshak court’s reasoning beyond the Sixth Circuit, see Orin S. Kerr, The Next Generation Communications Privacy Act, 162 U. PA. L. REV. 373, 400 (2014).


104 For further consideration on the abiding ambiguity about what “probable cause” entails, compare Andrew Manuel Crespo, Probable Cause Pluralism, 129 YALE L.J. 1276, 1280 (2020) (“Existing probable-cause jurisprudence says almost nothing at all about either the methodology or the substance of the judge’s inquiry: how should the judge go about
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an incentive for legislatures to expand the scope of criminal liability in relation to reproductive care. Inchoate and complicity-based forms of criminal liability, for example, may come to be viewed as desirable simply because of how they facilitate lawful search.

Under federal statutory law, heightened protections apply to certain elements of the data trails left by pregnant persons. But these statutes tend to have law-enforcement exceptions that authorize disclosure pursuant to legal process,105 Under a Privacy Rule issued pursuant to the Health Information Portability and Accountability Act (HIPAA),106 disclosures by covered providers are prohibited absent a court order, subpoena, or warrant. Further, there is an additional exception for law enforcement, which allows disclosures that are otherwise required by legal process.107 On June 29, 2022, the Department of Health and Human Services issued guidance clarifying, but not changing, the scope and limits of disclosure under the HIPAA Privacy Rule.108 Health data can also be reidentified without violating the HIPAA Privacy Rule.109 Nevertheless, what limited protections HIPAA affords only cover traditional healthcare providers, health plans, and health care clearinghouses—and not most digital apps.110

Similarly, the Gramm-Leach-Bliley Act prohibits disclosures of personal financial information, but carves out the release of informa-

determining the strength of the government’s assertions? And what counts as strong enough?”).


107 See id. § 164.512(f)(1)(2021) (permitting covered entities to disclose PHI about an individual for law enforcement purposes “[p]ursuant to process and as otherwise required by law” under certain conditions).


109 See I. Glenn Cohen & Michelle M. Mello, Big Data, Big Tech, and Protecting Patient Privacy, 322 JAMA 1141, 1141 (2019) (explaining how reidentification could be done “if Google identified individuals by linking EHR data without HIPAA identifiers to internet data of consumers who visited the University of Chicago hospital and searched online for information about particular medical conditions”).

110 See Covered Entities and Business Associates, U.S. DEP’T OF HEALTH & HUM. SERVS. (June 16, 2017), https://www.hhs.gov/hipaa/for-professionals/covered-entities/index.html [https://perma.cc/MQB6-TFQH] (“If an entity does not meet the definition of a covered entity or business associate, it does not have to comply with the HIPAA Rules.”).
tion upon legal process by law enforcement.\textsuperscript{111} Under the federal Stored Communications Act (SCA) regime,\textsuperscript{112} which applies to electronic communication service providers, there are a set of complex distinctions between content and noncontent elements of covered communications.\textsuperscript{113} The SCA restricts electronic communications service providers’ voluntary disclosure of the contents of stored communications, such as emails or chat messages.\textsuperscript{114} But it too contains similar law enforcement exceptions,\textsuperscript{115} and no restrictions whatsoever on the ability of private entities to compel the disclosures of noncontent data.\textsuperscript{116} In short, entities covered by HIPAA, Gramm-Leach-Bliley, and the SCA may be barred from some voluntary disclosures but they must still respond to criminal investigations and, in many instances, to civil subpoenas.\textsuperscript{117}

We note that private firms are not the only entities in possession of relevant information. States also maintain large stocks of locational data because they manage highway toll systems and surveillance cameras. Under current law, that data can also be secured through legal process, and used in coercive actions. In Illinois, for example, E-Z Pass data has been disclosed through civil process in divorce proceedings.\textsuperscript{118} The regulation of such state-held data, of course, will be a matter of state law. Whether and how a pro-choice state such as Illinois will disclose its data to neighboring states engaged in antiabortion prosecutions remains to be seen.

\textsuperscript{111} 15 U.S.C. § 6802(e)(5) (creating an exception for “law enforcement agencies[,] including the Bureau of Consumer Financial Protection”). Note that the statute is ambiguous as to whether this refers to solely federal entities, or both federal and state law-enforcement.

\textsuperscript{112} 18 U.S.C. §§ 2701–2711 (regulating access to stored communications).

\textsuperscript{113} For an overview of the statute, see Orin S. Kerr, A User’s Guide to the Stored Communications Act, and a Legislator’s Guide to Amending It, 72 Geo. Wash. L. Rev. 1208 (2004). Parts of the SCA were struck down in United States v. Warshak, 631 F.3d 266, 288 (6th Cir. 2010), and the interaction between that decision and the remaining statutory text presents complex questions.

\textsuperscript{114} 18 U.S.C. § 2702.

\textsuperscript{115} See id. §§ 2702–2703 (permitting a government entity to require disclosure of communications with a warrant, subpoena, or court order).

\textsuperscript{116} See id. (regulating only government entities).
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Where the prosecutor cannot or does not wish to seek a warrant to obtain information from an ISP or the like, a grand jury subpoena, administrative subpoena, or a number of other options are open. The technically sophisticated may be tempted “to employ creative and novel methods to circumvent or ‘workaround’ these protections, like exploiting encryption vulnerabilities or backdoors” in order to access data.\textsuperscript{119} One such tactic may be to use “malware,” or “software designed to conduct surreptitious surveillance on a target’s computer or network” to access information.\textsuperscript{120} Of course, another possibility is for the state to simply purchase the data outright—a possibility we consider at greater length in the next Section.\textsuperscript{121}

The final kind of data trail—locational information—is subject to a slightly different legal regime that we should mention. In 2018, the Supreme Court ruled that “an individual maintains a legitimate expectation of privacy in the record of his physical movements as captured through [cell-site locational data].”\textsuperscript{122} To the extent that this holding is applied to other forms of locational data, it means that a warrant regime will apply there. Again, this requirement is likely to be easily satisfied.

2. Data Supply Absent Compulsory Legal Process

In coming conflicts over reproductive choice, two kinds of regulators will seek to surveil pregnant people and abortion providers and to acquire data about individuals’ private medical choices. One will be police and prosecutors (collectively, “law enforcement”) in antiabortion states. The other will be nongovernmental “vigilantes”\textsuperscript{123} aiming either to collect data and hand it over to law enforcement, or to bring civil lawsuits directly against any person who facilitates an abortion pursuant to the aiding and abetting provisions of some states’

\textsuperscript{119} Jonathon W. Penney & Bruce Schneier, Platforms, Encryption, and the CFFA: The Case of WhatsApp v. NSO Group, 36 BERKELEY Tech. L.J. 469, 472 (2021); see also Mayer, supra note 66, at 586–88 (discussing how law enforcement investigators take advantage of applications’ and mobile devices’ vulnerabilities to external hacks). While law enforcement’s use of hacking tools is strictly regulated, private vigilantes could engage in these investigative tactics and then launder the results through data brokers or volunteer them directly to police. See infra text accompanying notes 143–42 (discussing the Anonymous hacking collective).

\textsuperscript{120} Paul Ohm, The Investigative Dynamics of the Use of Malware by Law Enforcement, 26 WM. & MARY BILL RTS. J. 303, 312 (2017).

\textsuperscript{121} This assumes it is not already in the public domain, or in another agency’s archives. See Murphy, supra note 105, at 519–21 (discussing federal statutory frameworks covering information sharing by law enforcement).


antiabortion statutes. There are a variety of routes for these groups to acquire abortion-relevant data without resort to compulsory legal process. In this Section, we summarize four different pathways: the private market for data; voluntary non-commercial disclosures by private actors; hacking; and inferences derived from the use of machine-learning tools.

To start with, anyone from either group can purchase data from data brokers on the open market. Both private data brokers and “private companies such as pizza chains and contact lens companies” offer police data for sale. As recently as May 2022, Vice News reportedly bought a week’s worth of location data for people visiting Planned Parenthood for slightly over $160 from a data broker called SafeGraph. Data brokers like SafeGraph obtain and aggregate location data from a variety of sources, including cell phone apps that have location services enabled. While the data are often nominally anonymized, deanonymization is technically feasible. Even in the wake of Dobbs, more than two dozen data brokers continued to market information about expecting parents in the United States. They ignored calls from Democratic lawmakers to limit the circulation of such data given concerns that it would imperil reproductive choice. Recent research by the Center for Democracy and Technology finds that law enforcement and intelligence agencies spend millions on purchases of private-sector data from data bro-

---

128 See generally SARAH LAMDAN, DATA CARTELS: THE COMPANIES THAT CONTROL AND MONOPOLIZE OUR INFORMATION 30 (2022) (describing the emergence of “data analytics” or “business solutions” firms that control the flow of information generated through digital activity).
129 Cox, supra note 127.
131 Id.
kers.132 This evidence, while anecdotal, suggests that data brokers have systematically different incentives from other firms in the digital economy. They do not gather data directly from consumers and have no incentive to retain consumers’ trust. Instead, their profit is linked to the low cost of data acquisition and the high price commanded by the aggregated data that they then sell on.

A bill pending in Congress as of this publication, called the Fourth Amendment Is Not For Sale Act, would bar governmental entities from circumventing warrant requirements by purchasing Fourth Amendment-protected information via commercial markets.133 The SCA’s existing bar on technology companies providing voluntary disclosures of communications content data to law enforcement absent service of legal process offers a precedent for such a move.134 But this bill would probably clash with law enforcement’s longstanding practice of purchasing information from confidential informants and offering monetary rewards for investigative leads.135 As a result of such tensions with longstanding (and generally accepted) practices, it is unclear whether the bill is ultimately likely to be enacted into law in current form.136 Even if the bill did become a federal statute, it would have no effect on nongovernmental purchasers—such as the vigilante plaintiffs seeking to use damages actions against patients and providers, or seeking to facilitate a prosecutor’s actions by sharing resources with them.

Second, some big tech firms may go further and affirmatively volunteer data to restrictionist law enforcement or vigilante groups free of charge. Technology companies have done this before at scale. Multiple major technology companies have either voluntarily or in response to political pressure implemented automated systems to scan

136 We note that it is possible to distinguish in statutory text between entities that engage in the sale of data as the primary business, and persons who engage in occasional transactions.
emails, chat messages, attachments, and cloud storage account contents for “hashes,” or digital fingerprints, associated with known child sexual abuse materials (CSAM). 137

Under Apple’s policy, for example, if the automated system identifies a positive match, company personnel will review the allegedly infringing file and, if it is confirmed as contraband, alert the police. 138 For another example, police in California famously identified a serial murderer, the Golden State Killer, by using an online service called GEDmatch to compare DNA from a crime scene against DNA profiles that users had voluntarily uploaded. 139 Anyone can access GEDmatch for free. 140 Yet a third example is a nonprofit organization that builds internet surveillance software, and then donates licenses to law-enforcement organizations around the world, that can identify CSAM on the dark web. 141 Technology companies with antiabortion sympathies could easily volunteer similar free services to track abortion-relevant data across the internet and hand it over to law enforcement or vigilante civil society groups. If a firm or a data broker—perhaps acting out of restrictionist sentiments—decides to offer up information for free, they are permitted to do so unless covered by the HIPAA Privacy Rule, Gramm-Leach-Bliley, SCA, or an analogous state rule. 142

Next, private actors could also engage in hacking campaigns to bypass digital security and access sensitive data illegally. 143 This, too,

138 Id.
141 About Us, Child Rescue Coal., https://childrescuecoalition.org/about-us [https://perma.cc/8J7C-5KRP].
142 A July 8, 2022 executive order encourages the Federal Trade Commission to consider actions “appropriate and consistent with applicable law . . . to protect consumers’ privacy when seeking information about and provision of reproductive healthcare services.” Exec. Order No. 14,076, 87 Fed. Reg. 42053 (July 8, 2022). It remains to be seen whether this hortatory language yields any material change to firms’ options.
has concrete precedents. For instance, members of the Anonymous hacker collective notoriously hacked a website to collect and leak evidence of a rape and coverup allegedly perpetrated by members of the Steubenville, Ohio, high school football team.\footnote{The hackers ultimately faced more prison time than the individuals convicted of rape. Mohit Kumar, \textit{Hacker Who Exposed Steubenville Rape Faces Longer Prison Term Than Rapists}, HACKER NEWS (Nov. 28, 2016), https://thehackernews.com/2016/11/steubenville-rape-hacker.html [https://perma.cc/KV4Q-QQW3].} It is not hard to imagine similar conduct by antiabortion hacking groups targeting, say, a Planned Parenthood clinic. These entities could either use the data acquired themselves in civil prosecutions under S.B.8 or the like, or else obscure unlawful origins by redistributing it to law enforcement or other nongovernmental regulators without disclosing the source.


3. Inferring Pregnancy and Abortion Information

But what if facts about an individual’s pregnancy could be inferred from data that had no prima facie connection to that condition? Over a decade ago, the retailer Target made the news for its “pregnancy-prediction model,” which applied data analytics to shoppers’ consumption behavior to predict the fact of a pregnancy.\footnote{Duhigg, \textit{ supra note 64.}} In the subsequent decade, the computational technique of “machine learning,” which is used to mine large pools of data for unanticipated
correlations and inferences, has improved dramatically. Using machine learning tools, otherwise “private” information can be acquired without an intrusive search or seizure. Machine learning can implicate privacy through “category-jumping inferences” that “reveal attributes or conditions an individual has specifically withheld from others.”

For example, health conditions can be inferred from spending-related information, and behaviors or dispositions can be gleaned from health-related data.

The availability of machine-learning tools means that a determined restrictionist prosecutor or civil plaintiff does not need to depend merely on the data trails left by a pregnant person’s deliberate search for abortion care. At least in theory, they can mine large pools of commercially-produced data to generate a model that estimates the likelihood of a pregnancy using extraneous data about a specific person. Just as Target mined its transactional data, so too the restrictionist actor might try to leverage another large pool of data for predictive ends. This may sound implausible now. But several federal agencies, including the Internal Revenue Service and the Securities and Exchange Commission, have developed bespoke predictive tools to mine governmental and private data in order to identify regulatory violations.

Is it so far-fetched to suggest that the state of Texas will be lagging far behind in the creative exploitation of retail or social-media data? Or that it could simply hire someone to perform this service for it?


149 Eric Horvitz & Deirdre Mulligan, Data, Privacy, and the Greater Good, 349 Science 253, 253 (2015) (describing ways in which machine learning can facilitate inferences about health conditions from non-medical data).


152 Reliance on predictive technologies, moreover, may increase as the public becomes aware that personal data collected by private firms creates a risk of state penalties. Assuming (plausibly) that consumer behavior is somewhat elastic, we would expect to see some people migrating over to applications that did not share, or actively hid, personal data. See Niva Elkin-Koren & Michal S. Gal, The Chilling Effect of Governance-by-Data on Data Markets, 86 U. Chi. L. Rev. 403, 417–18 (2019) (describing indicators of changes in user behavior as a result of law enforcement data surveillance).
The resulting epistemic context in which new conflicts over abortion will unfurl has a largely bilateral, “mirrored” structure. On the one hand are the efforts by patients to access information and then services in ways that ordinarily leave data trails. On the other hand are the efforts of restrictionist law enforcement and civil plaintiffs to isolate those digital breadcrumbs as a way of identifying pregnancies or efforts to access reproductive care. Law enforcement can use the data trail to “mirror” the earlier activity of patients—recreating a map of their movements, inquiries, and even thoughts. This sort of mirroring through digital data is not quite perfect—it will have gaps and discontinuities. But it may well be that the state at some point will be able to infer private facts and thoughts without a data trail that mirrors earlier activity. It may be, that is, that machine learning tools become a means to draw inferences about pregnancy from seemingly extrinsic data.

In the digital economy’s context, both law enforcement and nongovernmental groups also have access to a variety of forms of compulsory legal process to compel technology companies to hand over any abortion-sensitive data that the companies possess. Law enforcement can compel companies to disclose noncontent data, such as location data, associations data, biometric data, time stamps, and other metadata, using a mere subpoena. They can use search warrants as a way to compel disclosures of the contents of stored electronic communications, such as emails, private messages, and photographs. Meanwhile, nongovernmental groups who simply file a complaint in court will be entitled to use civil subpoena power to compel disclosures of much or all of the same information.

It is against this backdrop that questions about not just firms’ ethical and legal obligations, but also strategies for reproductive privacy necessarily arise. And it is to those questions we now turn.

II
THE PRIVATE REGULATION OF DIGITAL PRIVACY AFTER DOBBS

The personal data economies through which biometric, communication, location, health, and financial data flow are in the first instance
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the result of private firms’ decisions about how data is collected, stored, and disseminated. Digital platforms, search firms, and other so-called “big tech” companies make important structural decisions that shape these flows—and that long precede discrete determinations as to whether to release specific caches of data at the request of a restrictionist prosecutor or civil plaintiff. These structural decisions are influenced by law. But they also determine the degrees of freedom both patients and their restrictionist opponents have in securing or dissolving privacy. In addition to legal considerations, big tech’s structural decisions will be shaped by market considerations and by the ethical concerns of their customers and employees.

This Part identifies and analyzes the complex legal, commercial, and ethical environment in which these structural choices will be made. Our threshold aim is to demonstrate that firms’ efforts to maintain a studied neutrality on abortion-related questions is almost certain to fail. The distinctions that digital platforms try to draw—between employees and users, or between restrictionist and pro-choice jurisdictions—are unlikely to hold up: Both the character of restrictionist state action and the underlying mechanics of personal data economies make those distinctions exceedingly fragile. Building on this positive, descriptive claim, we then offer predictions about firm-level incentives.

We think it is in the interest of many such firms to structure personal data economies to maximize patients’ privacy and decisional autonomy, and to minimize the extent of default or costless compliance with restrictionist efforts to secure data. At the limit, there is a difficult question as to whether firms should comply with or disobey legal instructions that their management or owners believe are immoral, although we recognize that this cuts both ways in respect to abortion. We identify powerful reasons for corporations to resist the search efforts respecting reproductive choice by either their employees or their users, and to absorb fiscal and operational costs related to the defense of privacy in so doing.

We begin by exploring the fragility of existing demarcations that firms have set forth—the employee/user line, and the geographic/jurisdictional line. These turn out to be illusory. We then turn to the ethical and legal arguments for resistance to restrictionist mandates and demands. We defer to Part III, however, a close analysis of the

156 “Big tech” is often associated with the GAFA companies—Google, Amazon, Facebook, and Apple. For a sweeping, journalistic account of the rise of these four companies, see Scott Galloway, The Four: The Hidden DNA of Amazon, Apple, Facebook, and Google (2017).
specific domains in which epistemic access will be contested and a specific taxonomy of privacy-facing corporate actions.

A. Distinguishing Users from Employees

Corporate responses to Dobbs have varied from industry to industry. We focus here on the response of digital platforms such as Google, Meta, Amazon, Twitter, Uber, and Lyft. All these platforms act as the major de facto repositories of the digital trails of biometric, communication, and locational data produced by patients and sought by restrictionist actors. These big tech firms are for this reason differently situated, so far as the personal data economy is concerned, from other major corporate entities in the economy that collect, exploit, and sell personal data as a sideline to another business venture.

The uniform response to Dobbs among these firms—with only one significant exception—has been to draw a sharp distinction between users and employees. Firms such as Amazon, Meta (Facebook’s parent company), and Alphabet (Google’s parent company) have committed to paying for employees’ travel out of state to obtain reproductive care. Microsoft, for example, declared that it would “do everything [it] can under the law,” including paying travel expenses for “lawful medical services” where access to care is “limited in availability in an employee’s home geographic region.”

---

157 Hence, we do not address here entities covered by the HIPAA Privacy Rule or financial entities covered by Gramm-Leach-Bliley.
158 Ike Swetlitz & Spencer Soper, Amazon, Disney, AT&T Gave to Abortion Foes Like DeSantis While Vowing to Help Employees, BLOOMBERG (June 30, 2022, 9:05 PM), https://www.bloomberg.com/news/articles/2022-06-30/amazon-disney-at-t-donated-to-desantis-and-other-abortion-opponents#xj4y7vzkg [https://perma.cc/YYG3-8JNA] (describing Amazon’s message to staff providing up to $4,000 to cover travel costs for reproductive care).
161 Kyle Wiggers, Tech Companies Respond to US Supreme Court Abortion Decision, TECHCRUNCH (June 24, 2022, 12:12 PM), https://techcrunch.com/2022/06/24/tech-companies-respond-to-u-s-supreme-court-abortion-decision [https://perma.cc/FK7P-5CKW]. There is somewhat less to this commitment than might first appear. Firms’ commitments to cover travel costs do not extend to “temps, vendors, and contractors—dubbed TVCs,” who are less likely to have the independent resources to access reproductive care. Caitlin Harrington, Tech Companies Will Cover Abortion Travel—but Not for All Workers, WIRED (July 7, 2022, 7:00 AM), https://www.wired.com/story/tech-
day that Dobbs was handed down, Alphabet’s Chief People Officer informed all employees that its employees could “apply for relocation without justification, and those overseeing this process will be aware of the situation.” Many other companies, including Uber, Lyft, Netflix, Airbnb, Zillow, and Dell, expanded benefits and, in some instances, committed to covering employees’ travel expenses in the wake of Dobbs. An exception to this trend, as of this writing, appears to be Twitter, which has made no announcement of their policy (if any). In these respects, digital platforms have followed a set of human-resources policies common to many (but by no means all) major corporations in the United States.

But digital giants such as Amazon, Meta, and Alphabet, as well as platforms such as Twitter, are not like other companies. In particular, the former companies do not merely possess personal data that is produced as an incident of a specific commercial transaction. They also have a large pool of personal data that is generated by the search, companies-abortion-travel [https://perma.cc/6GXN-66KX] (describing the responses of Amazon, Google, Uber, Lyft, and DoorDash). Temporary workers comprise a larger share of the Google workforce than full-time employees as of 2019. Daisuke Wakabayashi, Google’s Shadow Work Force: Temps Who Outnumber Full-Time Employees, N.Y. TIMES (May 28, 2019), https://www.nytimes.com/2019/05/28/technology/google-temp-workers.html [https://perma.cc/4NC4-J8X4].

It would be ironic if employees had to disclose both their pregnancy and their intention to seek an abortion in order to avail themselves of this option. As we read statements such as Alphabet’s, however, no such disclosures are entailed. The more sensible policy, in any event, would not elicit or record the reasons for a move.


It seems likely that the firm’s purchase by Elon Musk and the ensuing changes to staffing and policy will consume its attention—assuming, that is, the platform survives with anything like its former model.

Other entities such as law firms have been more cautious to date even in taking a position on the provision of reproductive care to their employees. Meghan Tribe & Maia Spoto, Big Law Mostly Quiet on Abortion Aid as Texas Battle Rages, BLOOMBERG L. (July 15, 2022, 6:29 PM), https://news.bloomberglaw.com/business-and-practice/big-law-mostly-quiet-on-abortion-aid-as-texas-battle-rages [https://perma.cc/9U6Y-WTX6] (“Roughly two-thirds of the 70 largest law firms with Texas offices have not publicly said whether they will cover employees’ costs to travel for abortions . . . .”).

movement, and actions of their users. The difference, we emphasize, is one of scale rather than kind. Many firms that are not thought of as part of the digital economy also aggregate a large volume of personal data about their customers: Think about automobile manufacturers, or those who make “smart” fridges and stoves. But such data tends to train on a relatively narrow set of transactions between the customer and the firm. In contrast, big tech has a wider and more detailed data-based perspective on their users. Their “entire business model[] [is] built on selling and monetizing data” in a way that other firms’ are not. Further, the patient-search activities detailed in Section I.A will often leave big tech (but not other entities) digital traces that facilitate relatively direct inferences about reproductive health choices. In contrast, other firms’ data may reveal such choices—but only indirectly. Extracting them may well require costly and technically complex analytic methods.

In stark contrast to its solicitude about employees, big tech has demonstrated very little concern about the novel exposure of its users to civil and criminal liability. In general, these same digital platforms have declined to respond to media queries concerning their post-\textit{Dobbs} policies in respect to law enforcement requests for data. Exceptions run in both directions. On the one hand, Meta has promulgated a policy that prohibits its employees from posting about \textit{Dobbs}, despite the firm’s financial support for employee access to reproductive care. On the other hand, Google announced in July 2022 that it would automatically delete from the Google Location History entities such as “counseling centers, domestic violence shelters, abortion clinics, fertility centers, addiction treatment facilities, weight loss clinics, cosmetic surgery clinics, and others . . . soon after they visit.”

\begin{itemize}
\item \textit{Rana Foroohar}, \textit{Don’t Be Evil: The Case Against Big Tech} 19 (2019) (comparing data collecting practices of big tech versus other companies).
\item See, e.g., Ohlheiser & Kiro, \textit{supra} note 159 (reporting that Alphabet, Reddit, TikTok, and Meta declined to respond to MIT Technology Review’s requests for information on how the companies would respond to abortion-related data requests from law enforcement).
\end{itemize}
And the period tracking app Flo announced that it would offer an “Anonymous Mode” for users. In contrast, many other pregnancy related apps make it difficult, or perhaps even impossible, to opt out of sharing personal data.

Google’s July 2022 announcement about locational data is, at the time of our writing at least, the sole significant move by big tech aimed at protecting users, as well as employees, from restrictionist uses of the law. The balance of firms at the heart of the personal data economy have settled on a sharp distinction between employers and users: The former will be offered financial support, and perhaps relocation expenses, to facilitate reproductive choice. The latter will not be protected at all.

But this line between users and employees is not stable or tenable. Although it seems to have been an attractive compromise for technology firms in the immediate aftermath of Dobbs, it is likely to collapse. This will be to the detriment of employees, who will find that their reproductive choice set is thereby dramatically undermined.

A threshold problem is that the distinction rests upon the implausible assumption that employees are not also users, and that they cannot be targeted as users if they dare to exercise their job-related entitlements. Those who work for Google or Facebook also probably use their products. As a result, they would likely leave data trails if they accessed reproductive care. Under the policies adopted by these firms (with the exception of that of Google as to locational data),


174 For a pessimistic prediction, see Natasha Singer & Brian X. Chen, In a Post-Roe World, the Future of Digital Privacy Looks Even Grimmer, N.Y. TIMES (July 13, 2022), https://www.nytimes.com/2022/07/13/technology/personaltech/abortion-privacy-roe-surveillance.html [https://perma.cc/H4JF-7S77] (“The tech giants that control how our data is collected—the same ones that have professed for years in marketing campaigns that they care about privacy—have not made plans to substantially change the way they hoover up information.”).
restrictionist prosecutors could use warrants or subpoenas to obtain data on a firm’s employees.

Hence, imagine a digital firm that offers its employees financial support to obtain reproductive care but takes none of the steps identified in Part III to protect its users’ privacy. Indeed, there is a perverse incentive for a restrictionist prosecutor to target those employees as a way of gaining leverage over the firm as a whole. That is, it would be straightforward for restrictionist law enforcement to secure the personal data of the firm’s employees in order to bring actions against those who reside in a jurisdiction where abortion is criminalized but travel outside the state to secure care. Law enforcement would simply obtain, by compulsory process or otherwise, locational data linking the firm’s offices to abortion providers. Just by threatening to do so, the prosecutor might aim to pressure the firm into more general forms of cooperation. The mere specter of disruption to the workplace may be enough to induce the firm’s compliance. Alternatively, law enforcement could even bring actions against employees who reside in non-restrictionist states. To be sure, such actions would be more difficult to bring as a result of jurisdictional limitations under the Due Process Clause if an employee is not located in a restrictionist state. But as we explore below, it would be premature to conclude that restrictionist efforts to squelch abortions will stop at state lines. It suffices here to say that even if an employee does not reside or work in a restrictionist state, we think that it is hardly impossible for a sufficiently determined law enforcement entity or civil plaintiff to seek out a means to have them arrested or sued. And we anticipate that they will have plenty of reasons to do so.

To be sure, it is likely that a disproportionate number of big tech employees have the knowledge and capacity (in terms of technical understanding of operating systems) to maximize privacy and minimize state collection of their own or their loved ones’ data trails. But it is important to recognize that this would not eliminate all litigation risk for big tech’s employees. Some might enter the market for reproductive care after a period of being unknowingly pregnant or a period of being knowingly and publicly pregnant. It is common now to post images from a pregnancy, including sonogram photographs, on social media platforms. The pregnant trade medication advice and “regularly post images of books, magazines, and screen-grabs of their preg-

175 See infra Section II.B.
nancy apps.”177 Where the pregnancy subsequently endangers the mother’s health—an eventuality that does not make access to abortion legal in several states178—they may choose to seek termination to protect their own health or life. An assumption that employees will be technologically sophisticated enough to protect themselves has the untoward effect of omitting those who face the most serious health consequences from pregnancy and who have been candid about their pregnancies.179

A second and related problem is that restrictionist prosecutors can leverage the vulnerability of employees to prosecution in order to pressure firms to withdraw that protection. That is, they can adopt policies and structural choices that extend the scope of or facilitate the operation of, restrictionist regimes to cover a firm’s operation—for example by threatening firms that have in-state operations for the policies of their out-of-state offices. The very fact that a firm has privileged, asymmetrical access to the data traces that facilitate prosecutorial searches may well create an incentive for restrictionist actors to seek out and use legal tools against those firms’ employees. For even if firms are located largely outside a restrictionist jurisdiction, there is a possibility that an officer or employee of the firm will be exposed to prosecution or civil action because of actions taken by the entity as a whole.

We analyze further the dynamics of extraterritoriality in the following Section—which considers, and rejects, the feasibility of geographic distinctions with respect to the handling of data. But it is worth briefly anticipating that discussion with a single example: Within weeks of Dobbs being handed down, Texas politicians had threatened partners of the law firm Sidley Austin with criminal prosecutions if they funded reproductive care prohibited in Texas.180 Most of the Sidley partners, of course, were not located in Texas, and it was not clear whether the threat applied to Sidley employees in Texas alone. It also remains unclear as of this writing whether any prosecutor in the state has any real intention to secure an indictment

178 See supra text accompanying notes 9–14.
179 Alternatively, the pregnant could choose to withhold news about their condition online in order to maintain their option to secure reproductive care, should a need arise. This seems implausibly psychologically demanding—as it assumes that the pregnant will behave out of a consciousness for the worst-case scenario.
180 Weiss, supra note 6.
against either Sidley or another law firm that facilitates its employees’ reproductive choice.\footnote{Note how broadly this threat runs: Imagine that a Sidley associate seeks a transfer between offices and then happens to have an abortion. Would the fact of permitting the transfer, knowing that the associate is pregnant, be enough for criminal liability? Would the firm have a duty to ask the associate? Could the associate be terminated if she declined to answer? Could the firm access the associate’s medical records to determine whether she could be pregnant? The list of questions goes on.}

The rather obvious point of such a public threat against a prominent law firm, of course, was (and is) to achieve an in terrorem effect—scaring not just Sidley but other corporate entities into withholding funds to facilitate their employees’ reproductive choice. The incident shows how the mere threat of criminal penalties against an employee can be used (and has been used) to obtain leverage against a company operating largely outside the relevant state—and how restrictionist states are perfectly willing to flex their criminal and civil powers to this end.

How else might this occur in practice? A restrictionist state could threaten to target for investigation and prosecution the employees of an ISP or a social network in order to prevent it from offering insurance coverage for reproductive care, or (more likely) as a way to secure “voluntary” compliance with aggressive demands for digital information that would advance more generally restrictionist goals. This would not require data from the ISP or social network in the first instance. Even without that, law enforcement could seek a geofence warrant that covers the geographic area for the reproductive health facilities near the company.\footnote{See supra notes 97–99 and accompanying text.} Note that law enforcement could obtain such a warrant at present from a home-state court even if the ISP or digital platform was not located within their jurisdiction.\footnote{See Lozoya v. State, No. 07-12-00142-CR, 2013 WL 708489 (Tex. Crim. App. Feb. 27, 2013) (upholding the issuance of a search warrant by a Texas trial court for cell phone records held in Overland Park, Kansas); see also State v. Esarey, 67 A.3d 1001, 1008 (Conn. 2013) (permitting the issuance of a search warrant for electronic records held extraterritorially, noting the appropriateness of such a decision where there is a likelihood that such records would not be held within the state).} Law enforcement would then hone in upon those employees seeking care. It could threaten to bring suit against them, once again as a means to leverage greater compliance or even positive assistance beyond the requirements of the law from the ISP or digital platform.

In sum, the distinction between employees and users is a hollow one. Unless employees are protected as users, they will be vulnerable to prosecution. Indeed, the very fact that they are employed by an entity that has an asymmetrical access to or control over personal data makes them a tempting target for investigation or prosecution. Even if
the distinctive treatment of employees is a plausible solution for non-tech companies, it is very likely to be an unstable equilibrium when it comes to big tech. To be clear, we do not claim that tech companies ought to cease to facilitate relocation and otherwise support pregnant employees. Rather, we think this is unlikely to be a sufficient response.

B. Drawing Geographic Lines

Tech firms may be tempted to draw a second sort of distinction to manage the post-<i>Dobbs</i> dispensation: They might be attracted to the idea that they will comply with restrictionist laws, and efforts to enforce them, that arise within a state that criminalizes abortion, but not do so outside such a state. Policies to the effect that employees’ travel to another state or permanent relocation from a restrictionist location will be funded or enabled already nod toward this possibility: In effect, they declare, firms will comply with the law within the geographic boundaries in which that law is supposed to apply.

A geographic distinction, however, is doomed to falter just as much as an employee/user distinction. First, the movement of pregnant bodies across borders means that regulation will not be geographically limited. Second, restrictionist efforts to apply primary rules of conduct through civil and criminal law are not and will not be limited to states in which abortion is prohibited. Third, restrictionist efforts to gather information are not limited by law to their own state borders. Finally, the personal data economy cannot be easily geographically segmented within the United States; it does not lend itself to partition between restrictionist and non-restrictionist domains. The net result of these legal and technological factors is that any effort by tech firms to establish geographic bounds on compliance with restrictionist enforcement efforts is likely to flounder. To see why geography supplies no limiting principle, we can consider each of these points in turn.

---

184 We have focused here on the dynamics created by state prosecution efforts. We note that federal agencies also have the ability to leverage regulatory authorities to “create effective regulatory power that it would not otherwise possess,” including access to data that would otherwise require a warrant to obtain, or that otherwise would not be collected. Daphna Renan, <iPooling Powers</i>, 115 COLUM. L. REV. 211, 214 (2015). We leave to another day questions about the ways in which regulatory tools in the federal government’s arsenal could be deployed to restrictionist ends, even without a change to the substance of federal criminal law, but flag their importance here.
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1. Patient Search Across Borders

As an initial matter, a pregnant body is not confined to one state. Restrictionist regimes, indeed, create powerful incentives for those seeking medical care to cross state lines in search of treatment. This dynamic emerged before Roe. The deregulation of abortion occurred first at the state level at the end of the 1960s.185 In July 1970, New York State legalized abortions up to twenty-four weeks. In the following two years, one study identified 334,865 abortions performed in the state, out of which 220,163 (or 65.7%) involved non-residents.186 Although data are sparse, it seems likely that this flow of bodies continued in the years after Roe as a consequence of a persistent and strong local resistance to abortion.187 Today, residents in states with more restrictive laws still move across state lines to obtain care. For example, in 2020, only 167 abortions were performed in Missouri, while 3,201 Missouri residents received such care in Kansas in the same year.188 Some patients are airlifted across state lines to avoid abortion bans.189 In the immediate weeks after Dobbs, national attention congealed around a ten-year-old girl who had been raped and then crossed state lines from Ohio to Indiana to abort a pregnancy.190 That story further confirmed that the flow of bodies across state lines had continued despite Dobbs.

186 Jean Pakter, Donna O’Hare, Frieda Nelson & Martin Svigir, Two Years Experience in New York City with the Liberalized Abortion Law—Progress and Problems, 63 AM. J. PUB. HEALTH 524, 524 (1973).
187 See ROSENBERG, supra note 185, at 189–94 (finding that many hospitals refused to perform abortions, requiring over 150,000 women to travel out of state for abortion services in 1973 and 100,000 women to do the same in 1982).
189 Tessa Stuart, Pilots Are Airlifting Patients Out of Red States to Get Abortions, ROLLING STONE (June 29, 2022) https://www.rollingstone.com/politics/politics-features/elevated-access-volunteer-pilots-abortion-1375732 [https://perma.cc/4ZWR-Y6ER] (reporting that a nonprofit called Elevated Access was formed to fly persons in need of abortion or gender affirming care to states where they can access those services).
In addition to the physical movement of bodies, abortion regulation will motivate an uptick in digital and physical searches for medical care across borders. Even before the COVID-19 pandemic, medication abortion constituted some forty-eight percent of abortions provided in the United States.\footnote{Katherine Kortsmit, Antoinette T. Nyugen, Michele G. Mandel, Elizabeth Clark, Lisa M. Hollier, Jessica Rodenhizer & Maura K. Whiteman, Abortion Surveillance—United States, 2019, \textit{Morbidity \\& Mortality Wkly. Rep.}, Nov. 26, 2021, at 6, https://www.cdc.gov/mmwr/volumes/70/ss/pdfs/ss7009a1-H.pdf [https://perma.cc/E7HK-BWDS] (citing the percentage of abortions that were medical abortions at 7–9 weeks gestation).} This was at a time when patients had to attend an in-person consultation to receive medication. In December 2021, however, the FDA allowed the abortifacient mifepristone to be prescribed remotely and without an in-person pick-up from a certified provider.\footnote{The regulatory change, as we have noted, was a response to the COVID-19 pandemic. \textit{See} \textit{Recent Guidance, Reproductive Rights–Medication Abortion–FDA Lifts In-Person Dispensing Requirement for Mifepristone Abortion Pill–Update to FDA’s Risk Evaluation and Mitigation Strategy for Mifepristone on Dec. 16, 2021, Eliminating In-Person Dispensing Requirement}, 135 \textit{Harv. L. Rev.} 2235, 2236–37 (2022) (discussing the shift in the legal regime prompted by the FDA’s new Mifepristone REMS Program); \textit{U.S. Food \\& Drug Admin., Risk Evaluation and Mitigation Strategy (REMS) Single Shared System for Mifepristone 200MG} (2021). The FDA announced the change by updating Question 5 on the webpage \textit{Questions and Answers on Mifeprex}, U.S. Food \\& Drug Admin. (Dec. 16, 2021), https://www.fda.gov/drugs/postmarket-drug-safety-information-patients-and-providers/questions-and-answers-mifeprex [https://perma.cc/QP4M-Y3FG] (stating that the agency had removed the in-person dispensing requirement from the Mifepristone REMS Program).} As a result, abortion became “untethered to a clinical space,”\footnote{David S. Cohen, Greer Donley \\& Rachel Rebouché, \textit{The New Abortion Battleground}, 123 \textit{Colum. L. Rev.} 1, 15 (2023).} at least in the absence of a state-law requirement of in-person prescription.\footnote{\textit{See State Laws and Policies: Medication Abortion}, \textit{Guttmacher Inst.} (Dec. 1, 2022), https://www.guttmacher.org/state-policy/explore/medication-abortion [https://perma.cc/X7U5-ZA66 ] (identifying 18 states with such a requirement).} Even where state law prohibits the remote prescription of mifepristone,\footnote{For an analysis of state-by-state differences on this score, see Sydney Calkin, \textit{Legal Geographies of Medication Abortion in the USA}, \textit{47 Transactions of the Inst. of Brit. Geographers} 378 (2022).} overseas nonprofits such as Aid Access offer remote abortion to patients within the first ten weeks of a pregnancy at a cost of $105.\footnote{\textit{Consultation}, AidAccess, https://aidaccess.org/en/i-need-an-abortion [https://perma.cc/65WD-PED6].} Even if the FDA re-imposes an in-person consultation requirement, it seems likely that patients will still search for, and often be able to find, abortion medication online. Due to the wide diffusion of providers, this will again render state-based distinctions untenable.
2. Extraterritorial Criminalization of Abortion

Just as patient search takes on new, cross-state forms, so too restrictionist states can and will endeavor to prevent medical care from being delivered to their residents in other states. These efforts will take the form of both civil and criminal laws. In 2021, for example, Texas enacted a statute that toughened criminal penalties for remotely prescribing and mailing abortion medication to include jail time and a hefty fine. The bill was praised by its supporters as an effort to reach people “outside of the state’s strict limits.” At the time of this writing, the colorable risk of indictment and prosecution seems to be limited to instances in which the person seeking reproductive care has at some point been within the jurisdiction of a state that criminalizes abortion. But consider the possibility of a state pursuing prosecutions of pregnant persons who passed through its territory (say, while flying between two other states) and then later obtained an abortion.

Even under this regime, however, substantial uncertainty remains about who would be covered by the prohibition and about the risk of cross-border prosecutions. Consider the case of Missouri. Its criminal code provides that “no abortion shall be performed or induced upon a woman, except in cases of medical emergency.” The statute does not define, however, which abortions fall within its coverage. So it leaves open the question whether a procedure performed outside the state on a Missouri resident falls within its reach. Missouri courts, moreover, have “hesitate[d] to essay any definition of ‘residence,’ for the word is like a slippery eel, and the definition which fits one situa-

198 Id.
200 MO. REV. STAT. § 188.017 (2022).
201 This is not the only facet of Missouri’s abortion ban that is deeply ambiguous. See Summer Ballentine, Missouri’s Answer to Abortion Law Questions: Don’t Ask Us, ASSOC. PRESS (July 13, 2022), https://apnews.com/article/abortion-health-missouri-columbia-fe01a409b24991a4e56c70ec874f0bd [https://perma.cc/W7XN-7VE3] (detailing how haphazard legal guidance has sown confusion among healthcare providers on what medical care, including some forms of contraception, is prohibited by the state’s expansive law).
tion will wriggle out of our hands when used in another context or in a different sense.”

The same dynamic can be observed in the civil law domain. Under Texas’s S.B.8, by way of example, “damages in an amount of not less than $10,000 for each abortion” are available against not only anyone who “performs or induces” a covered abortion, but also anyone who “aids or abets the performance or inducement of an abortion, including paying . . . through insurance or otherwise” and without regard to whether “the person knew or should have known that the abortion would be performed or induced.” The statute does not contain a geographic limitation. As a consequence, plaintiffs do not need to reside within the relevant jurisdiction. The first suits under S.B.8 were filed by out-of-state plaintiffs against a Texas physician who had written publicly that he had performed a covered procedure. There is no reason, as a matter of statutory construction, to think that S.B.8 could not be invoked against an out-of-state defendant, as well as by an out-of-state plaintiff.

There are a series of difficult and disputed constitutional questions about the scope of a state’s power to impose criminal or civil liability on actions that occur outside its borders. In neither case can it be said that the Constitution imposes an iron-clad barrier on the extraterritorial reach of restrictionist measures. Hence, in a recent treatment of questions arising out of the extraterritorial application of state criminal law, Professors David S. Cohen, Greer Donley, and Rachel Rebouché conclude that the “constitutional doctrines related to extraterritoriality are notoriously underdeveloped,” throwing up conflicts between “competing fundamental constitutional principles.” While there is precedent for the idea that a state “obviously” could not criminalize abortion in another jurisdiction or “prosecute [its residents] for going there,” it remains to be seen whether that

202 State v. Tustin, 322 S.W.2d 179, 180 (Mo. Ct. App. 1959), abrogated by State ex rel. Dalton v. Riss & Co., 335 S.W.2d 118, 129 (Mo. 1960) (en banc).
205 See infra text accompanying notes 209–23 (discussing constraints under the Due Process Clause).
206 Cohen, Donley & Rebouché, supra note 193, at 29, 32.
207 Bigelow v. Virginia, 421 U.S. 809, 823–24 (1975). For subsequent judicial recognition of the constitutional difficulties presented by the extraterritorial application of criminal law, see, for example, State v. Rimmer, 877 N.W.2d 652, 665–66 (Iowa 2016) (“We agree with the New Jersey Supreme Court that ‘[t]he extraterritorial application of state criminal
principle survives a Supreme Court openly hostile to reproductive choice and eager to facilitate restrictionist efforts.

In contrast to the uncertainty around extraterritorial criminal liability, the state’s power to impose tort liability through measures such as S.B.8 is certainly “not extinguished by the fact that the tortfeasor is a nonresident. State long-arm statutes exist to vindicate the state’s own interests when the tortfeasor is a nonresident.”208 To be sure, the Due Process Clause imposes some limits on the reach of a state’s civil courts.209 But personal jurisdiction doctrine under the Due Process Clause will often allow a civil suit against an individual (or firm) located outside the restrictionist state. Current constitutional doctrine distinguishes between exercises of general and specific jurisdiction for Due Process purposes. “A state court may exercise general jurisdiction only when a defendant is ‘essentially at home’ in the State.”210 The resulting grant of jurisdiction allows for claims that “concern events and conduct anywhere in the world.”211 For a corporate defendant, general jurisdiction exists in the place of incorporation and the principal place of business.212 In contrast, specific jurisdiction obtains where an individual or corporate defendant “purposefully avails itself of the privilege of conducting activities within the forum State.”213
The application of these rules in practice presents complex questions. Imagine, for example, that a digital platform is sued in its state of incorporation using S.B.8’s cause of action. Both Alphabet and Meta are incorporated in Delaware. Whether the suit could proceed then would depend on a complex set of choice of law, choice of forum, and forum non conveniens doctrine. The resulting uncertainty, however, may well chill individual providers and firms alike.

Even if restrictionist efforts focus on residents of their own states, their natural (and perhaps intended) effect will be to restrict the availability of medical care for residents of other states. Prior to Roe, physicians in states where abortion was lawful refused requests to provide medical care “because of the specter of legal liability.” Ambiguity about the scope of criminal liability—for example, because of uncertainty as to who counts as a “resident”—means that in the short term at least, risk-averse providers are faced with difficult questions of how to screen potential patients for criminal liability exposure. It is not hard to imagine how this sort of litigation uncertainty could lead to a dramatic decline in the provision of abortion nationwide, especially among clinics located close to states with abortion prohibitions.

3. Extraterritorial Investigations

In Part I, we briefly canvassed the range of tools, from administrative subpoenas to warrants, that could be used to obtain personal data showing patients’ search efforts. Just as enforcement can spill over state borders, so too can efforts to gather such data. If states want to prevent their residents from seeking reproductive care across a state border, it is almost inevitable that they will seek records that are physically located across state lines. At present, there are few legal barriers to the use of compulsory legal process as a means of eliciting the disclosure of such evidence. Instead, its collection and use depend upon the procedural mechanisms available to law enforcement and civil litigants for securing out-of-state evidence.

The legal framework for between-state requests for information is complex. States have not all adopted a single, uniform statutory

214 For a recent analysis of the latter under Delaware law, see Aranda v. Philip Morris USA Inc., 183 A.3d 1245, 1255 (Del. 2018) (holding that “[a]n available alternative forum is not a threshold requirement before dismissing a case for forum non conveniens,” but is “a factor to be considered”).

215 The general idea that “litigation uncertainty” can “chill[]” business activity is a familiar one, see Robert G. Bone, Taking the Confusion Out of “Likelihood of Confusion”: Toward a More Sensible Approach to Trademark Infringement, 106 Nw. U. L. REV. 1307, 1308 (2012), even if its application here is new.

scheme. Nevertheless, a few generalizations are warranted. To begin with, there is no general prohibition on a state invoking the jurisdiction of another state’s courts for the purpose of gathering evidence for a criminal matter.217 Most states have codified a version of the Uniform Act to Secure the Attendance of Witnesses from Without a State in Criminal Proceedings,218 which allows a prosecutor to obtain an out-of-state court order for a witness to appear or to produce documents.219 The ensuing state laws generally require that a court in the recipient’s state review the out-of-state legal process and issue a local order to enforce it.220 Similarly, the Uniform Interstate Depositions and Discovery Act (UIDDA) facilitates evidence gathering across state lines in civil cases.221 It has been adopted in some form by thirty-seven states by one recent count.222 States adopting the UIDDA allow litigants to use a subpoena issued by a court in the requesting state to obtain discoverable materials from another state that has adopted the UIDDA.223

States may also explicitly authorize the execution of out-of-state search warrants for electronically stored information. Under California law, to offer a pertinent example, a corporation located in California “that provides electronic communication services or remote computing services to the general public” must comply with “a warrant issued by another state to produce records . . . as if that warrant


219 Barber v. Page, 390 U.S. 719, 723 n.4 (1968) (“For witnesses not in prison, the Uniform Act . . . provides a means by which prosecuting authorities from one State can obtain an order from a court in the State where the witness is found directing the witness to appear in court in the first State to testify.”).

220 See White II, supra note 218 (noting that states may require slightly different procedures, but that a prosecutor in State A generally may file a certificate order with a State B court, and that the State B court may issue a summons ordering a witness residing in State B to appear in State A).


223 Id. at 693–94.
had been issued by a California court.” Fortunately, the (politically liberal) state in which many of the largest producers and users of personal data are located has recently taken measures to stop prosecutors bent on squelching reproductive choice from obtaining records from entities in its jurisdiction. In the wake of the Dobbs decision, California created an exception to this out-of-state warrant compliance rule for antiabortion investigations. Now, communication service providers in California are prohibited from complying with an out-of-state warrant if they know or should know that the warrant relates to an antiabortion investigation, and may not turn over records in response to an out-of-state warrant unless the warrant is accompanied by an attestation that the evidence is not being sought for an antiabortion investigation. While we think that this update to California law was a laudable policy change, other states may enact similar laws either requiring or authorizing compliance with out-of-state search warrants. This means there may well be times when their data can be legally secured for the purpose of an abortion prosecution in a different state. In sum, the legal limits on the extraterritorial acquisition of evidence are even weaker than the corresponding limits on the extraterritorial reach of criminal law. They should hence be expected to impose no great friction on restrictionist efforts to leap over borders.

4. The Geographic Fragmentation of the Personal Data Economy

The dynamics of cross-border patient search, data storage, and evidence access canvassed so far arise from the distinctive nature of post-Dobbs conflicts over reproductive choice. The fourth factor that is likely to thwart technology firms’ attempted geographic distinctions is instead intrinsic to the personal data economy: Both the internet through which much patient search is conducted, and the personal

224 CAL. PENAL CODE § 1524.2(c) (West 2022). For other examples, see State v. Rose, 330 P.3d 680, 682 (2014) (providing an example of an Oregon court issuing an out-of-state warrant, which compelled California-based Yahoo!, Inc. to provide inculpatory information from the defendant’s emails); see also FLA. STAT. § 92.605(3) (2003) (establishing an identical requirement for Florida-based companies as the California statute).


226 CAL. PENAL CODE § 1524.2(c)(2) (West 2022).

data upon which prosecutors and plaintiffs rely, are not territorial in character.

The data traces created by patient search and sought by restrictionist law enforcement and civil plaintiffs will not necessarily be located in the jurisdiction in which the underlying offline activity (e.g., accessing the internet or moving through space in a way that produces locational data) previously occurred. Search for such data will focus on firms located in states that do not ban abortion. For example, some commentators have observed that in the ten states that banned abortion within a month of *Dobbs*, law enforcement had issued some 5,764 geofence warrants between 2018 and 2020, all seeking data from the California-based Google.228 (Apple, in contrast, cannot respond to such requests because its operating system does not “store locational data in a format accessible to the company.”) An additional complication is that much personal data generated through commercial transactions is stored in remote cloud-computing servers.230 These commonly use a “shard” structure whereby a “single file [is] broken into components and stored in different countries, and intelligence embedded in the network decides where to send and store the data.” More generally, data will “often move in ways that are disconnected with the interests of users and lawmakers.” The result is that requests for data made in the course of abortion regulation will increasingly be made not only to firms located outside restrictionist jurisdictions, but in respect to data located physically in yet another jurisdiction—perhaps one outside the United States. In this context, the search for information on abortion provision will inevitably cross


229 Id.


231 Paul M. Schwartz, Legal Access to the Global Cloud, 118 COLUM. L. REV. 1681, 1695 (2018); accord Jennifer Daskal, The Un-Territoriality of Data, 125 YALE L.J. 326, 366 (2015) (“[W]hen data is stored in the cloud, it does not reside in a single fixed, observable location akin to a safe-deposit box. It may be moved around for technical processing or server maintenance reasons.”).

state lines in ways that implicate the sovereign and commercial interests of other states, and perhaps those of other nations too.\textsuperscript{233}

States might also try to regulate web-based services directly in ways that have unanticipated cross-border effects. It is possible to imagine, for example, a state prohibiting non-domiciled ISPs from advertising medication abortion or offering access to URLs that give advice or provide medication abortion within that state.\textsuperscript{234} Such efforts would at minimum create difficult legal questions related to jurisdictional conflicts and at worst imperil the sound operation of the internet. Almost since the internet’s inception, there has been a vigorous debate about the feasibility and desirability of national regulation of online activity.\textsuperscript{235} One leading contemporary account of the state of that debate characterizes the contemporary internet as “unifragged”: It is a “network of networks . . . known as Autonomous Systems” that communicate to one another using a common set of data formatting and routing protocols called the “Internet Protocols.”\textsuperscript{236} This distinctive combination of dislocation and connection offers opportunities for some nationalized and state-by-state regulation.

Most fragmentation to date occurs on the national level, as governments insist on certain technical standards or prohibit foreign companies from the provision of hardware and services.\textsuperscript{237} Only a handful of states have tried to follow suit. In 2018, California enacted a Consumer Privacy Act (CCPA). This created a range of obligations on firms that collect and use residents’ personal data.\textsuperscript{238} Some provisions explicitly target the design and form of websites. A CCPA provision that went into effect in January 2023, for example, imposes specific requirements on websites to avoid designs and practices with “the substantial effect of subverting or impairing a consumer’s choice to

\begin{footnotesize}
\textsuperscript{233} For a discussion of transnational cross-border discovery issues in criminal cases, and especially regarding criminal defense interests, see generally Rebecca Wexler, \textit{The Global CLOUD, the Criminally Accused, and Executive Versus Judicial Compulsory Process Powers}, 101 Tex. L. Rev. (forthcoming 2023).

\textsuperscript{234} See \textit{supra} text accompanying notes 195–98 (discussing Aid Access and other similar websites).


\textsuperscript{236} Milton Mueller, \textit{Will the Internet Fragment?} 22 (2017).

\textsuperscript{237} See Lemley, \textit{supra} note 90, at 1408–18 (documenting these trends).

\textsuperscript{238} Cal. Civ. Code §§ 1798.100 to 1798.199 (West 2022).
\end{footnotesize}
opt-out” of selling personal information. Virginia and Colorado have followed California’s example in enacting statutory schemes for the protection of personal data online.

These enactments demonstrate the possibility of state-specific regulation of digital communications. They are enabled in part by the fact that certain features of the unifragged internet are tightly correlated to geographic location. An IP address, for example, ordinarily conveys locational data, although it is possible (if difficult) to deploy a proxy to mask geographic inferences. At the same time, parochial regulation of technical standards creates costs for local firms, which risks undermining their comparative advantage in national and global markets. Moreover, it is plausible to imagine a plurality of state regulation of internet activity imposing conflicting or incompatible commands on firms. State laws such as the CCPA apply only to businesses operating in California. Those firms, of course, also operate in many or all other states. The websites they host are also available across the country. The risk that other states would impose inconsistent or contrary legal obligations—e.g., must carry and must-not carry obligations in respect to telemedicine sites offering mifepristone—is clear. National intervention by Congress or the Supreme Court might resolve such conflicts. But, of course, the outcome of any constitutional challenge is hardly certain ex ante.


240 See Va. Code Ann. §§ 59.1-575 to 59.1-585 (2022) (effective Jan 1, 2023) (requiring, inter alia, companies to conduct data protection assessments, enabling consumers to request companies delete their personal information, and granting consumers a right to access their data); Colo. Rev. Stat. §§ 6-1-1301 to 6-1-1313 (2022) (effective July 1, 2023) (requiring, inter alia, businesses to provide consumers with clear privacy notices and conduct data protection assessments, and granting consumers the right to opt out of processing of personal data for targeted advertising, or the sale of personal data for this purpose).


242 Mueller, supra note 236, at 88.

243 This possibility of conflict raises a question under Dormant Commerce Clause doctrine. Cf. Edgar v. MITE Corp., 457 U.S. 624, 642 (1982) (expressing concern that “if [one state] may impose such regulations, so may other States; and interstate commerce . . . would be thoroughly stifled”). We take no view here on whether a Dormant Commerce Clause challenge to state privacy regulation would prevail, and there is some reason to believe it would not. Cf. South Dakota v. Wayfair Inc., 138 S. Ct. 2080, 2092 (2018) (“It has long been settled” that the sale of goods or services “has a sufficient nexus to the State in which the sale is consummated to be treated as a local transaction taxable by that...
Ultimately, we are skeptical that states could (as a practical matter) force digital platforms and other firms that employ the internet to tailor their websites to the particulars of local law, especially when this comes into conflict with other jurisdictions’ commands. We think that the resulting demand to tailor websites to different states would generate fierce pressure from big tech for preemptive federal legislation, or a successful constitutional challenge. At the same time, much of the underlying technical architecture of the internet is geographically distributed across both state and national lines: Any local effort to regulate the basic technical specifications of internet traffic would create profound operational challenges and stiff public resistance.245

* * *

Given the flow of patients and enforcement efforts across borders, there is no clear geographic bound to the likely reach of restrictionist laws. Regulation at the confluence of abortion and the personal data economy will not, and cannot, be cabinied by state borders. It will spill chaotically across the country. Even setting aside the stated ambition of some abortion opponents to prevent abortion from occurring anywhere in the nation,246 investigative and enforcement efforts have and will keep spilling over borders.247 Under these conditions, even compliance with presently lawful disclosure obligations places firms in the position of potentially abridging the interest in reproductive care of those who reside in states where abortion is lawful. These digital firms therefore cannot be neutral by hewing to geographic lines: Either they choose to facilitate abortion restriction in and beyond states with abortion bans—hence eliminating access to lawful reproductive care in non-restrictionist states—or they side in favor of privacy and raise the cost of restriction prosecutions.

245 Another potential constraint on states' efforts is that since 2014, the Internet Corporation for Assigned Names and Numbers (ICANN) has been “accountable to the domain name community,” and not the United States. Mueller, supra note 236, at 102–03. ICANN’s control of the domain name system also gives it a measure of control, which may limit state regulation. See id.


247 See supra text accompanying notes 185–215 for examples.
The pervasive movement of bodies, medical procedures, and data makes neutrality in the abortion wars elusive for big tech. Just as they cannot honor their obligations to employees without protecting those workers as users, firms cannot comply with restrictionist demands for information without imperiling reproductive care in states where such care is lawful. After Dobbs, there is simply no position of principled neutrality.

C. The Ethics of Compliance with Abortion Regulation in a Digital World

The need for tech companies to make fraught choices between reproductive care (or its absence) for both their employees and their users arises from the infeasibility of neutrality. It also arises, as we shall stress in Part III, from the pervasive need to make structural, architectural choices that either embed or dissolve privacy. These considerations mean that it is necessary to ask what does, and what should, motivate the firms that make pivotal decisions in respect to reproductive choice. To that end, we turn in this Section to the economic incentives and normative claims that might plausibly shape technology firm responses. Our aim is first to map out, as a descriptive matter, the complex motivational context in which firms make these decisions. Second, we offer a normative argument for why firms should place a thumb on the scales in favor of enlarging reproductive choice.

1. The Obligation to Maximize Shareholder Value and Profits

At the threshold, it would seem that there is a quite straightforward answer to the question of what publicly traded firms that deal in personal data—such as Meta and Alphabet—should do. A preeminent theorem in corporate law is that “corporate law should principally strive to increase long-term shareholder value.”248 A more recent alternative, associated with an August 2019 statement by the Business Roundtable, proposes that firms should strive “to deliver value to all of [a business’s stakeholders].”249 The stakeholder theory

248 Henry Hansmann & Reinier Kraakman, The End of History for Corporate Law, 89 GEO. L.J. 439, 439 (2001); see also Leo E. Strine, Jr. & Nicholas Walter, Conservative Collision Course?: The Tension Between Conservative Corporate Law Theory and Citizens United, 100 CORNELL L. REV. 335, 346 (2015) (“It is hardly adventurous to assert that the predominant conservative theory of the for-profit corporation is one that embraces the view that the managers of for-profit corporations must govern the corporation with only one end in mind: the best interests of their stockholders.”).

is controversial, and so we focus at first on the narrower, more pecuniary shareholder-centered account.\(^{250}\)

A simplistic account of shareholder-value maximization would focus on the idea that the profit margin of many firms in the digital economy is directly linked to their ability to encourage users to generate personal data that can then be monetized via behavioral advertising.\(^{251}\) In 2018 alone, Facebook made $55.8 billion in revenue, mostly from behavioral advertising.\(^{252}\) The approximately 307 million internet users in the United States\(^{253}\) hence represent an asset whose attention, and whose digital traces, are simply to be maximized. In the reproductive-choice domain, this would entail designing platforms and apps to increase the disclosure of personal information, including about the fact and trajectory of a pregnancy. Indeed, consistent with this theory, many pregnancy tracking apps are already “based on a cultural politics that promoted self-tracking practices in order to make profit out of user data.”\(^{254}\) That is, they elicit disclosures through interfaces and stimuli that encourage users to engage in communications and actions that can be transformed into valuable personal data.

But even given the narrow focus on shareholder-value maximization, it is not at all clear that firms should concentrate on collecting personal data without regard for other concerns. Particularly in respect to data related to pregnancy and reproductive choice, the firms at the core of the personal data economy have a number of powerful reasons for curbing data collection. So, as a purely positive matter, the economic incentives associated with the corporate firm can end up being consistent with carefully defined cooperation with restrictionist searches, digital architectures that favor privacy ex ante, and potentially even resistance to legal process demands for abortion-relevant data.\(^{255}\)

As a threshold matter, it is not the case that big tech firms maximize profits simply by hoovering up personal data. Many of those firms attract users by making strong commitments to privacy. Both

---


\(^{251}\) See *Zuboff*, supra note 51, at 80–81 (explaining how Google makes money from the behavioral data it collects).


\(^{254}\) Barassi, *supra* note 173, at 5.

\(^{255}\) For a discussion of the practicalities of each of these actions, see infra Part III.
Meta and Microsoft, for example, exhaustively document their own commitment to privacy in their terms of service.\textsuperscript{256} Apple describes privacy as a “human right.”\textsuperscript{257} Its recent operating system update promotes privacy even at the cost of hindering apps’ operation.\textsuperscript{258} These verbal commitments are not new. In June 1999, Google pledged that it would be “sensitive to the privacy concerns of its users.”\textsuperscript{259} And their commitments are not limited to terms of service, but repeated even in the halls of the U.S. Capitol.\textsuperscript{260} By deciding to repeatedly and emphatically market their services with privacy language, the management of Alphabet, Meta, Microsoft, and others express a belief that uptake of their services—and hence profits—are increased through at least some form of a verbal commitment to user privacy, and in some cases behavior that advances consumer privacy.

The belief that privacy can be a valued consumer good appears to be widely shared, with many tech firms citing customer retention and employee efficacy gains.\textsuperscript{261} To be sure, these verbal commitments were made prior to Dobbs and did not directly concern reproductive choice. Moreover, they might be seen as merely cheap talk. But it


\textsuperscript{261} See, e.g., Melanie English, \textit{How Businesses Benefit From Investing in Privacy}, TERAMIND (Apr. 9, 2021), https://www.teramind.co/blog/investing-in-privacy [https://perma.cc/57LP-RETT] (“Privacy invested companies of all sizes reported noticeable returns across all areas of their business. Greater customer growth and retention, a one up on competitors and increased productivity can all be achieved by putting privacy front and center.”).
would be startling if a legal change that made privacy-respecting reproductive choice more valuable to users led companies to treat such privacy with less solicitude.

Given the demographics of the personal data market, solicitude of privacy-enabling reproductive choice is likely a sound exercise of business judgment by such platforms when one considers their expected customer base. Over time, the trend has been for women to become more frequent users of social media than men. Women are (slightly) more likely to support legal abortion than men. Further, unsurprisingly, younger tranches of the population are also more likely to use social media than older ones. On Facebook, the most-represented age cohort is between twenty-five and thirty-four years old. The age cohorts that engage most frequently also evince the strongest support for access to abortion care. For example, people between the ages of eighteen and twenty-nine years show the highest support for legalizing abortion in all or most cases. It would seem at best negligent—and at worst an abuse of discretion—for these firms to adopt an approach to privacy that alienated and angered their present and future core constituencies.


264 Social Media Fact Sheet, supra note 262.


266 Public Opinion on Abortion, supra note 263; ‘Pro-Choice’ or ‘Pro-Life’ Demographic Table, GALLUP, https://news.gallup.com/poll/244709/pro-choice-pro-life-2018-demographic-tables.aspx [https://perma.cc/CS5P-XU8B]; see also Daniel Cox, There’s a New Age Gap on Abortion Rights, FIVETHIRTEYIGHT (June 1, 2022, 6:00 AM), https://fivethirtyeight.com/features/theres-a-new-age-gap-on-abortion-rights [https://perma.cc/3WE6-TFCA] (underscoring the relative historic novelty of an age gap on attitudes towards abortion between generations).

267 For select examples of scholarly work from an in-depth and ongoing academic debate concerning whether loyalty to users’ data privacy interests is or is not compatible with firms’ fiduciary duties to their shareholders, see Woodrow Hartzog & Neil Richards, Legislating Data Loyalty, 97 NOTRE DAME L. REV. REFLECTION 356 (2022) (proposing a model for legislating data loyalty based on loyalty’s well-established principles in other parts of the law); Neil Richards & Woodrow Hartzog, A Duty of Loyalty for Privacy Law, 99 WASH. U. L. REV. 961 (2021) (advocating for the creation of a duty of loyalty for
reproductive care, therefore, is arguably consistent with and may even advance the pecuniary goals of many publicly traded firms in the personal data economy.

Even with respect to governmental demands for data, Alan Rozenshtein has argued that big tech also has financial incentives to limit ex ante their exposure to such demands, and to insist on rigorous compliance with the law before data is released. Doing so, he contends, lowers the transaction costs of ordinary business and “can also improve a company’s global competitiveness.”\(^{268}\) He also invokes “ideological” reasons for favoring privacy linked to a worldview among management and engineers that is “libertarian in politics.”\(^{269}\) Rozenshtein might have added that firms in this sector of the economy might commit to privacy because doing so allows them to attract and retain higher quality workers, who would otherwise have other options for employment.\(^{270}\) As Rozenshtein shows, these incentives might lead companies to be sticklers for procedural compliance, and otherwise opt for pro-privacy structural defaults that raise search costs for government actors in general. We think that his logic applies a fortiori in respect to reproductive privacy given that desirable workers are likely to be young, and hence more inclined to support broader access to reproductive choice.

We recognize that not all relevant incentives cut in the same direction. Data brokers, in particular, have not made public privacy commitments and have not abated their trade in pregnancy-related information since *Dobbs* because their financial incentives cut in favor of accelerating, not slowing down, that trade.\(^{271}\) We would not anticipate that data brokers will change their behavior absent legal intervention. Their business model does not depend on customer retention or on hiring the brightest minds for data analytics. Instead, their profits come from arbitrage. So they are more likely to be indifferent

---


\(^{269}\) Id. at 118.


\(^{271}\) See Ng, *supra* note 130 (discussing data brokers’ unwillingness to stop offering information on pregnant people due to business incentives).
to the moral objections to sharing data so as to enable the coercive regulation of abortion.

We would further expect to see conflict even within companies and boards. Abortion is a profoundly divisive moral question on which individual equity holders sharply disagree. Corporate management could reasonably conclude that it has strong reasons simply to avoid controversy and to steer clear of positions that divide equity holders. But this position overstates the legal interest of shareholders.\textsuperscript{272} To see this, consider the extent to which shareholders can influence corporate political actions. Under existing corporate law, decisions about controversial political speech are made exclusively by management with no input from shareholders or independent directors and without any mandatory disclosure to investors.\textsuperscript{273} In consequence, equity holders have no say on whether a firm makes donations to Republicans or Democrats, or even (say) avoids donations to candidates who supported the violent January 6, 2021 insurrection. If shareholders have no cognizable legal interest in what political positions and expenditures a firm makes, it is hard to see why they would have a legal interest in matters of digital privacy that bite hard on customers’ and employees’ interests. Nevertheless, it seems plausible to think that there is some risk that a public controversy over a company’s stance on abortion could detract from the brand or from a firm’s capability to generate profits in the long term, raising concerns from a shareholder-maximization perspective.

The problem, then, boils down to a practical one. Even if firms strive to sit on the sidelines, as we have stressed above, there is no neutral position in the post-\textit{Dobbs} abortion battlefield: There is no way, that is, of remaining above the fray. If the taking of any position risks backlash, then the more important question is which position is ultimately warranted.

\textsuperscript{272} \textit{But see} Oliver Hart & Luigi Zingales, \textit{Companies Should Maximize Shareholder Welfare Not Market Value} 28 (Eur. Corp. Governance Inst., Finance Working Paper No. 521/2017, 2017), https://ssrn.com/abstract=3004794 [https://perma.cc/A6WL-9L22] (arguing in favor of allowing shareholders to vote on corporate policy on the ground that their welfare is not equivalent to mere maximization of share price). Hart and Zingales would limit their approach to cases in which equity holders have “prosocial” views; of course, what that means in the abortion-related context is sharply contested. \textit{Id}.

\textsuperscript{273} \textit{See} Lucian A. Bebchuk & Robert J. Jackson, Jr., \textit{Corporate Political Speech: Who Decides?}, 124 Harv. L. Rev. 83, 87 (2010) (describing the limited role shareholders play in corporate speech decisions); \textit{see also} Elizabeth Pollman, \textit{Citizens Not United: The Lack of Stockholder Voluntariness in Corporate Political Speech}, 119 Yale L.J. Online 53, 53 (2009) (“When corporations are allowed to spend general funds on electoral advocacy, stockholders may have money they invested in a corporation used for political advocacy they oppose.”).
2. Why Firms Should Favor Privacy as a Matter of Principle

We now turn from the positive to the normative: Are there compelling arguments that sound in public values for big tech firms to favor privacy around reproductive choice? And—more controversially—would it be legitimate for companies not just to build in privacy by default and insist on strict procedural compliance by the government, but also to actively push back on restrictionist demands for information using all the tools that law makes available? Further, what of outright defiance, which might be called “corporate civil disobedience”? The question proves, surprisingly, more complex than it might at first blush seem.

To begin with, it is plausible to think that digital platforms in particular are under a social (if not a legal) obligation to promote truthful rather than empirically false speech. Platforms are routinely criticized for “pollution of the democratic environment through fake news, junk science, computational propaganda and aggressive micro-targeting and political advertising.” A premise of these criticisms is that it is appropriate for society (if not the state) to demand that these firms avoid what might be called “negative epistemic externalities.” Much as we make the moral demand that manufacturers avoid the emission of noxious gases that impose costs on human health or the environment, even when such forbearance is not compelled by law, so too we can make demands of big tech. This kind of a moral demand for truthfulness has a direct application in the context of abortion-related speech and activity online. The epistemic quality of patient search is a function of platforms’ willingness to ensure the priority of truthful over misleading speech and to preserve access to websites and voices that offer truthful information about the medical implications of reproductive choice. If platforms are properly criticized for failing to eliminate COVID-19 misinformation, then they are also subject to moral condemnation when they do not provide direct and unfiltered access to medically accurate information on reproductive choice.

---

274 Helen Margetts, *Rethinking Democracy with Social Media*, 90 Pol. Q. 1, 1 (2019); see also Nathaniel Persily & Joshua A. Tucker, *Introduction*, in *Social Media and Democracy: The State of the Field, Prospects for Reform* 1, 2 (Nathaniel Persily & Joshua A. Tucker, eds. 2020) (offering a similar list that includes “disinformation, polarization, echo chambers, hate speech, bots, political advertising, and new media”); Ronald J. Deibert, *The Road to Digital Unfreedom: Three Painful Truths About Social Media*, 30 J. Democracy 25, 31 (2019) (asserting that social media “may be one of the main reasons why authoritarian practices are now spreading worldwide”).


276 We bracket here firms’ pecuniary incentive to ensure accuracy in search.
What, though, of the claim that firms have an obligation to maximally comply with the law, and as such must extend as much cooperation to restrictionist prosecutors and civil plaintiffs as is technologically feasible? We think that such a broad claim is untenable. A starting point for thinking about this idea is that the choices made by firms in the personal data economy have effects on the availability of reproductive care not only in restrictionist states, but also in states where abortion is available and protected by law. Firms hence are not confronted by just one set of legal claims: There is law pushing in both directions. Firms necessarily have degrees of freedom in balancing different jurisdictions’ competing and inconsistent legal demands.

There is nothing particularly new in this. The global nature of the internet means that platforms and search firms have long been faced with tricky choices about how to manage access and data flows in the teeth of divergent national legal regimes. Dobbs just recreates that international dynamic within the bounds of the nation-state.

The choices confronting firms, moreover, are not whether to directly provide reproductive care, but whether to create an informational environment characterized by privacy for patients or not. The value of such privacy weighs against the abstract value of legal compliance. Some forty years ago, Frank Easterbrook and Daniel Fischel pointed out that “[m]anagers have no general obligation to avoid violating regulatory laws, when violations are profitable to the firm . . . . We put to one side laws concerning violence or other acts thought to be *malum in se*.” Their perspective, predictably, elicited objections. Yet more recently, scholars have pointed to the large social gains from corporate willingness to push on the edges of the law, as

---


278 There is an argument that some personal data ranks as speech protected by the First Amendment. See Jane Bambauer, *Is Data Speech?,* 66 STAN. L. REV. 57, 61 (2014) (“If the dissemination of mechanical recordings receives First Amendment protection (which it does), then the creation of those same recordings must have First Amendment significance, too.” (footnote omitted)).


280 See, e.g., Leo E. Strine, Jr., Lawrence A. Hamermesh, R. Franklin Balotti & Jeffrey M. Gorris, *Loyalty’s Core Demand: The Defining Role of Good Faith in Corporation Law,* 98 GEO. L.J. 629, 653 n.71 (2010) (“American corporate law embeds law compliance within the very mission of the corporation. Loyalty to the corporation’s obligation as a citizen to attempt in good faith to abide by the law is not incidental to a director’s duties, it is fundamental.”).
well as the frequency with which it happens. For example, Elizabeth Pollman has identified numerous complexities in corporate compliance with the law, noting that while “a great deal of this activity is socially harmful, some corporate disobedience has the potential to produce value or catalyze legal change.”281 Relevant here, she identifies a long history of “companies that violate or refuse to comply with laws that are moralistic in nature.”282 More recently, religious corporations have been prominent challengers of regulations they view as morally unacceptable.283 Of course, those firms made claims for religious exemptions related to their religious beliefs. But digital privacy in respect to reproductive privacy turns on moral claims that, in our view, are equally normatively compelling on behalf of those who wish to access accurate information and secure life- and health-preserving medical care.284 Often they are claims with a profound religious or philosophical pedigree. It is the rankest prejudice to assume that a firm’s objection to contraception for its employees deserves moral weight, while denying the same with respect to a firm’s objection to assisting the suppression of reproductive choice.

There is, therefore, no neutral option for big tech firms in the coming abortion wars. They cannot claim to protect employees while leaving them exposed as users. Nor are there tractable geographic lines that can be demarcated. Even aside from the fact that firms must set structural defaults that determine whether user privacy is even feasible (or to what extent it can ever be realized) in the first instance, their economic incentives and interest in a reputation for truthfulness push in favor of facilitating reproductive care. The counterargument that they must strictly comply with law not only ignores the fact of

282 Id. at 742.
284 Cf. Brian Leiter, Why Tolerate Religion? 63 (2013) (“[T]here is no apparent moral reason why states should carve out special protections that encourage individuals to structure their lives around categorical demands that are insulated from the standards of evidence and reasoning we everywhere else expect to constitute constraints on judgment and action . . . .”). Prohibitions on abortion also implicate the religious freedoms of groups who believe in the “necessity” of such care. See Brendan Pierson, Florida Abortion Ban Violates Jews’ Religious Freedom, Lawsuit Says, Reuters (June 14, 2022, 6:07 PM), https://www.reuters.com/world/us/florida-abortion-ban-violates-jews-religious-freedom-lawsuit-says-2022-06-14 [https://perma.cc/P5RF-A4CZ] (discussing a lawsuit that alleges that a Florida abortion ban violates Jewish religious freedom because Jewish law requires the procedure in some cases).
underlying legal pluralism and conflict post-Dobbs, but it also ignores the complex normative considerations attending different forms of corporate disobedience.

In short, both as a positive and as a normative matter, there is no good reason to assume that firms in the personal data economy cannot or should not advance the privacy interests of pregnant persons. To the contrary, it would be a plausible exercise of business judgment for them to do so.

III

THE DIGITAL BATTLEFIELDS OF THE COMING ABORTION WARS

With this orientation toward choice in mind, we turn to a taxonomy of “digital battlefields” in the coming abortion war on which the production and use of abortion-related information will be contested. We bracket here the important question whether internet search engines’ algorithms, such as Google’s, will be optimized to generate accurate or misleading results. The question of search-engine design is an important predicate matter, but somewhat at an angle to the questions of investigative tactics we excavate here.

This Part describes four primary battlefields, or sites for contestation, in respect to surveillance and access to the digital trail left by patients’ search. These concern, respectively: (1) firms’ decisions to collect and retain data; (2) firms’ responses to regulators’ demands for information; (3) firms’ provision of privacy-protective infrastructure to enable individual users to access accurate information privately and securely; and (4) federal and state legislative action to shield abortion-relevant data from restrictionist law enforcement and civil plaintiffs.

In presenting these four sites, we assume the moral perspective that technology companies should take on primary responsibility for creating the conditions in which privacy for reproductive choice is best realized. We stress that reliance upon individual users to adopt protective measures should not be a first resort given the varied epistemic and social capital possessed by pregnant persons, and the likelihood that a strategy of self-reliance when it comes to digital privacy would leave most exposed those who are most likely to be subjected to coercive state regulation.285 We note in advance that choices on one battlefield influence the fight in others: From a privacy perspective, for

285 Prince makes a similar point that relying on individuals to “protect[] [their] reproductive health privacy through self-management” imposes “a Herculean, if not impossible task.” Prince, supra note 40, at 41. But see Fowler & Ulrich, supra note 41, at 73–75 (arguing that a “crusading minority” of informed and empowered users can help to increase privacy protections for all users of period and fertility trackers).
example, eliminating data collection and retention renders resistance to law enforcement demands otiose. We conclude this Part by laying out a concrete, immediately actionable proposal that federal and state legislatures should enact statutory evidentiary privileges to make abortion-relevant data immune from compulsory legal process and inadmissible in restrictionist court proceedings.

A. Non-Collection and Non-Retention of Information

Because technology companies cannot remain neutral in the face of law enforcement and private efforts to access patient search data, they should in the first instance minimize the range of hard choices that they have to make. This is desirable not least because it tamps down on internal conflict within the firm over reproductive choice and minimizes their exposure to external criticism. In practice, this would mean that firms should reduce patients’ exposure to harmful disclosures in the first instance by limiting the kinds of information collected and retained, curbing their economic reliance on resale, and minimizing the possibility of inference of individual attributes relevant to pregnancy and abortion using machine-learning tools.

This is not simply a question of changing firms’ privacy policies from opt-out to opt-in default collection and use. Privacy law scholars have warned for years against relying on notice and consent policies that task individual users with the burden of protecting data from tracking, storage, and resale. This is an ineffective way to realize substantive privacy protection. More concretely, firms should undertake “significant corporate responsibilities in addition to a substantive system of individual rights.” Regardless of individual user consent, firms that fail to make affirmative commitments to non-collection and non-retention of abortion-relevant data will not be neutral: They will be choosing to facilitate restrictionist prosecutions and civil actions above and beyond anything that the law requires.

Curtailing most firms’ collection and retention of abortion-relevant data is feasible both technically and economically. We have already flagged one example: In the wake of Dobbs, Google

---

286 See discussion supra Sections II.A–B.
announced that it would start proactively deleting users’ location information tracking them to abortion clinics and other sensitive health care providers.\textsuperscript{289} That commitment matters even beyond providing individuals with a zone of plausible deniability as to their whereabouts if their phones are searched or their data subpoenaed. It will also preclude law enforcement from seeking geofence warrants. To date, law review scholarship and policy debates have argued that geofence warrants are constitutionally suspect, and at least one federal district court has held them to be unconstitutional general warrants.\textsuperscript{290} But most courts have still permitted their use.\textsuperscript{291} The erasure of locational data means that litigation over the specific legal or constitutional constraints on these warrants becomes irrelevant. The net effect is to eliminate an important source of uncertainty for patients without precipitating a frontal confrontation with law enforcement.

While Google’s action is a promising first step, it hardly covers the waterfront of a pregnant person’s exposure as a consequence of digital search. Law enforcement currently uses warrants to collect bulk information about all the IP addresses that search particular keywords on the internet.\textsuperscript{292} Here, Google and other technology companies should also commit to non-collection and non-retention of any identifying information associated with abortion-relevant web searches. Further, they should preemptively disable their own internal, automated scanning of message and email contents for abortion-relevant text. Under this approach, information that could be targeted for restrictionist legal process would never be collected in the first place.

If companies must collect abortion-relevant data essential to the provision of their services, then there are still steps that they can and should take to mitigate privacy-related risk to users—again without

\textsuperscript{289} See \textit{supra} text accompanying note 171.

\textsuperscript{290} See United States v. Chatrie, 590 F. Supp. 3d 901, 927 (E.D. Va. 2022) (invalidating a geofence warrant on Fourth Amendment grounds).

\textsuperscript{291} See \textit{Geofence Warrants, supra} note 99, at 2509 (noting that thousands of individuals are made suspects through the use of geofence warrants); see also \textit{supra} text accompanying notes 98–99 (discussing such warrants).

\textsuperscript{292} See Conti-Cook, \textit{supra} note 37, at 56 (“Prosecutors and investigators could potentially subpoena ISP’s for the IP addresses of every search for ‘abortion medication’ or ‘abortion pills’ or any other keyword combination.”). Another investigative tool is the Network Investigative Technique, or “NIT,” which sends instructions to a user’s computer that cause the activating computer to transmit certain information to a government computer, including the activating computer’s actual IP address, that can help identify users of a particular website who otherwise would not be found. See Kurt C. Widenhouse, \textit{Note, Playpen, the NIT, and Rule 41(b): Electronic “Searches” for Those Who Do Not Wish to Be Found}, 13 J. BUS. & TECH. L. 143, 144 (2017) (describing the use of a NIT in a sting operation to arrest hundreds of users of a child pornography website).
precipitating a legal conflict. To begin with, they should purge nonessential elements and engage in routine deletion and data minimization procedures at regular intervals. Users should have rights to delete data remotely. These should be relatively costless to exercise. Firms should also disable third-party tracking entirely and forego the use of predictive analytics to infer attributes of pregnancy and abortion.\footnote{For example, Facebook tracks users’ interactions with the Facebook platform (e.g., posts, groups, friends, physical location), and through partnerships with marketers, it tracks off-Facebook activity of anyone, including nonusers, who visits a Facebook partner’s site. See David Nield, All the Ways Facebook Tracks You—and How to Limit It, WIRED (Jan. 12, 2020, 7:00 AM), https://www.wired.com/story/ways-facebook-tracks-you-limit-it [https://perma.cc/F5M7-M9DZ] (describing all of the ways Facebook tracks user data).}

Storing data locally on users’ devices, instead of in the cloud, offers some additional protection from geofence searches, even though law enforcement can still obtain a warrant to search the devices directly. Offering end-to-end encryption by default for all communications will also help, although this solution is imperfect because metadata would remain available for compelled disclosure.

Finally, for any personal data that must be retained for commercial reasons, firms should decouple the data from personally identifying information to the greatest extent possible.\footnote{For a useful, if dated, overview of deidentification techniques, see SIMSON L. GARFINKEL, NAT’L INST. STANDARDS & TECH, U.S. DEP’T COM., NISTIR 8053, DE-IDENTIFICATION OF PERSONAL INFORMATION (2015), https://csrc.nist.gov/publications/detail/nistir/8053/final [https://perma.cc/4BRD-A93W].} This may include offering users anonymous and pseudonymous accounts and adopting differential privacy protections before sharing data with outsiders.\footnote{On the use of pseudonyms in financial contexts, see Adam Candeub, Privacy and Common Law Names: Sand in the Gears of Identification, 68 FLA. L. REV. 467, 499–502 (2016).}

Even if reidentification remains technically feasible, these actions will at least add some friction to slow the identification process and thus reduce the capacity for law-enforcement and vigilante uses.

B. Non-Cooperation with Disclosure Demands

Choosing not to collect and not to retain abortion-relevant data is the best way to protect pregnant people’s access to abortion care while complying with the law. But there are also second-best options. Firms that fail to reform their collection and retention policies, or that must collect and retain a certain amount of sensitive data as essential adjuncts to their provision of services, should leverage their outsized footprints in the information and law-enforcement ecosystems to make abortion prosecutions more, rather than less, costly to pursue.
They can do so by choosing not to cooperate voluntarily with law enforcement or vigilante attempts to acquire abortion-relevant data.

Non-cooperation, to be clear, need not reach the level of civil disobedience. Nor need it subject a firm to the risk of costly legal liability. On the contrary, technology companies can go a long way toward protecting pregnant people’s privacy simply by reducing the alacrity and ease with which restrictionist actors can access data. Of course, the opposite is also true: If firms elect to process abortion-relevant data demands using standard procedures, they will be making the choice to aid antiabortion prosecutions. The following discussion lays out some of the options that firms have and the actions they should take to advance privacy.

To begin with, technology companies should commit to not volunteering data to law enforcement or vigilantes. Most obviously, this means not initiating disclosures of abortion-relevant data and refusing to comply with law enforcement or vigilante requests unaccompanied by valid legal process. But given the secondary market for personal data, the obvious precautions of requiring a valid warrant or subpoena are not sufficient to promote patient privacy or enable patient search. If personal data reaches private intermediaries engaged in the secondary market, those intermediaries may in turn sell or give it to vigilante bounty hunters or law enforcement, entirely circumventing the protections of legal process. Hence, a robust commitment not to volunteer abortion-relevant data also requires not sharing or selling the data to intermediaries that may then offer access to restrictionist law-enforcement and private actors.

---

296 See supra Section II.C (discussing corporate disobedience).
297 Cf. Rozenshtein, supra note 67, at 125–27 (discussing such voluntary compliance).
299 Indeed, European law already mandates that if a firm relies on consent as the legal basis for data processing, it is not allowed to switch the legal basis from consent to another basis even if this other valid basis (such as legitimate business interest) has always existed. See Regulation 2016/679, of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 O.J. (L 119) 1, 36; Eur. Data Prot. Bd., Guidelines 05/2020 on Consent under Regulation 2016/679, at 25 (May 4, 2020), https://edpb.europa.eu/sites/edpb/files/files/file1/edpb_guidelines_202005_consent_en.pdf [https://perma.cc/PF69-6Y7P]. Another possibility is that firms selling data condition the sale on the purchaser's
To be sure, electing not to share or sell certain data to brokers and other third parties will likely create economic costs for technology companies. Beyond the obvious loss in data sales, companies may have to undertake costly data processing and analysis in-house, rather than contracting out for cheaper services. But for companies where abortion-relevant data remains a small percentage of the overall business model, such as Alphabet or Meta, these costs should be relatively limited—and potentially offset in terms of gains among users who value privacy related to reproductive choice.\textsuperscript{300} And for companies where abortion-relevant data is a substantial part of the business model, such as period-tracking, or other reproductive health apps that may specialize in predicting pregnancies or identifying new parents for advertisers, limiting unnecessary risk to their users should be viewed as a necessary cost of doing business without compromising important privacy interests—much as pollution control may be an appropriate cost incurred by manufacturers. There are plenty of data sources from which to profit. Seeking pecuniary gain by trafficking in data that puts users’ intimate privacy at risk without installing appropriate safeguards should not be one of them.

Technology companies should also commit to raising legal process transaction costs. Many major technology companies have a two-tier system for responding to legal process demands for user data. One tier is an efficiency-maximizing online system available solely to law enforcement requesters.\textsuperscript{301} The other tier, available to nongovernmental litigants including criminal defendants, requires slower and more onerous service of process.\textsuperscript{302} This system reduces the transaction costs for law enforcement, and comparatively increases those costs for nongovernmental litigants. This lever is well-established, fully lawful, and entirely within the power of technology companies to manipulate at will. Here is how it currently works.

Firms play a substantial role in modern law enforcement. Major technology companies receive thousands of law enforcement requests for user data every single day. For instance, Google reported that law enforcement entities within the United States made 50,907 requests for information from 115,594 unique accounts during just the period compliance with certain terms. The feasibility of this approach, however, turns on the frequency with which data is sold. If there is rapid turnover in data trading, with many counterparties exchanging data at speed and at volume, the imposition of specific use conditions may be difficult to achieve or enforce.

\textsuperscript{300} Cf. supra text accompanying note 261 (suggesting reasons privacy can be a profitable tactic for a data firm).

\textsuperscript{301} See infra text accompanying notes 306–08.

\textsuperscript{302} See infra text accompanying notes 309–11.
from January to June 2021.303 During the same period, Meta reported 63,657 requests for information from 111,117 accounts304 and Twitter reported 3,000 requests for information from 7,133 accounts.305 Processing and responding to that volume of requests takes time and personnel. To accelerate the process and to create economies of scale, many companies have built special online “portals” that maximize efficiency and waive requirements for in-person service of process.306 Law enforcement requesters certify their identity via these portals and upload digital copies of their warrants or subpoenas.307 The requests then go directly to human reviewers inside the companies, who sometimes reach out to a law enforcement requester for clarifying information before providing responsive data in an easily downloadable format.308 This portal system reduces transaction costs for companies and law enforcement alike.

But not all legal process requests receive this special treatment. Many companies do not currently permit nongovernmental litigants to use the online portals, so these litigants must follow the standard service of process rules for their subpoenas. For instance, when criminal defense counsel seek data from technology companies, their requests are shunted to a second-tier process seemingly designed to maximize inefficiency.309 Not only are defense counsel barred from using the online portals, but also some major technology companies will not even accept in-person service of process on their company representatives located in the counsel’s state. For instance, criminal defense counsel in New York who wish to subpoena Facebook or Meta may

---


307 Law Enforcement Online Requests, supra note 306.


have to domesticate their subpoena into California law through the California courts. For indigent public defenders without a national network of attorney-partners willing to bring out-of-state subpoenas to the California courts for enforcement, and without excess funds to hire out-of-state process servers, this requirement alone can effectively preclude all access to Meta data.

Whatever the costs of this arrangement for fairness in criminal adjudication, this two-tier filtering structure is an opportunity in the post-Dobbs context. Firms should modify their systems for responding to legal process to vary transaction costs depending on whether the entity demanding the data can certify that the information is not for an abortion-relevant legal suit. They could operationalize this policy easily by conditioning law enforcement’s access to the hyper-efficient online portals on submission of an affidavit that the alleged crime under investigation concerns a specific list of topics that exclude abortion. Absent such an affidavit, firms would treat law enforcement service of process the same way they now treat criminal defense subpoenas. If the second-tier system has been lawful and adequate for criminal defense counsel (and civil litigants) across the country, then that same second-tier system should be lawful and adequate for law enforcement requests as well.

In considering this proposal, it is important to remember that technology companies need not even implement any novel infrastructure or procedures to slow legal process for interstate collection of data by antiabortion regulators. It is enough that they allocate restrictionist warrants and subpoenas to the same processing track that they currently employ for criminal defense counsel and subpoenas in civil cases.

C. Challenging Legal Process Demands in Court

Even in extreme cases where regulators demanding data have what appears to be a valid warrant or subpoena, there may be opportunities for companies to move to quash the legal process in court. Importantly, the initial ex parte process whereby law enforcement officers seek warrants, generally from a magistrate judge, can amount
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311 See, e.g., id.

312 Hence, this would not impose a friction on prosecutions for noncontroversial offenses, say, involving domestic violence, stalking, cyberbullying, or child exploitation and pornography.
to little more than a rubber stamp. No adverse party is present to advocate for limiting the scope of the warrant or to represent the privacy interests of the investigative target. Meanwhile, many subpoenas require even less burdensome threshold showings. Most pre-indictment subpoenas from law enforcement need not be reviewed ex ante by a judge at all. Even civil subpoenas can be issued by an attorney alone, with no ex ante judicial oversight. It is not until the recipient of a warrant or subpoena challenges its scope or validity in court that these forms of legal process trigger full adversarial scrutiny. To fully vindicate constitutional and statutory privacy protections, therefore, recipients of legal process must go to court and bring motions to quash.

Given this legal context, companies should not presume that even warrants and subpoenas that initially seem on their face to be valid are, in fact, lawful. Instead, tech firms should commit publicly to challenging the scope and validity of all abortion-related legal processes they receive. Successful challenges will end a disclosure demand. Meanwhile, even challenges that ultimately do not receive a favorable ruling in court will nonetheless raise the costs (and slow the pace) of restrictionist search activity in a fashion that accords with users’ privacy expectations and firms’ ex ante commitment to privacy. Of course, any such challenges must have a non-frivolous legal basis. But there are three common, wholly non-frivolous legal challenges that technology companies should make to contest legal process demands: (1) challenges to the jurisdictional reach of the issuing court; (2) challenges to the scope and validity of the process; and (3) challenges to any accompanying non-disclosure orders that purport to bar the recipient firm from notifying the target of the investigation.


314 See, e.g., Christopher Slobogin, Subpoenas and Privacy, 54 Depaul L. Rev. 805, 805 & nn.2–3 (noting that in most states prosecutors issue grand jury subpoenas directly, and that these along with administrative subpoenas are not reviewed by the courts until “they are resisted by the target”).


316 Prior scholars have proposed related mechanisms to protect privacy by limiting the overall number of law enforcement searches and seizures. Cf. Kiel Brennan-Marquez & Stephen E. Henderson, Search and Seizure Budgets (2022) (on file with author; https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3910743 [https://perma.cc/SQ8G-WVRY]) (proposing a cap on the number of searches and seizures police may perform per year as a mechanism for limiting police intrusions into the lives of citizens).
1. Jurisdictional Challenges

As to the first kind of challenge, multiple pro-choice states have issued orders barring law enforcement agencies within that state from cooperating with out-of-state restrictionist investigations.317 For instance, the Governor of Massachusetts has specifically prohibited the state’s law enforcement agencies from executing out-of-state restrictionist arrest warrants.318 The Governor of Washington has prohibited the Washington State Patrol from cooperation with out-of-state warrants, subpoenas, and court orders seeking abortion-relevant data,319 and local law enforcement agencies in Washington have followed suit.320

Technology companies could follow suit by adopting similar policies and refusing to comply with out-of-state antiabortion warrants, subpoenas, and court orders that have not been domesticated through the state courts for the state in which the company is headquartered. As we have explained,321 most states have adopted some version of the Uniform Act and UIDDA to facilitate evidence gathering across state lines in both criminal and civil cases. But both of these regulatory structures generally require that a court in the recipient’s state review the out-of-state legal process and issue a local order to enforce it.322 Courts in the recipient’s state have some discretion as to whether or not to issue such an enforcement order. Technology companies can attempt to persuade courts within their own states not to enforce antiabortion legal processes by arguing that compliance would be unreasonable and unduly burdensome.323

318 Id.
321 See supra text accompanying notes 217–23.
322 See, e.g., White II, supra note 218.
323 See, e.g., O’Donnell v. Cooper Tire & Rubber Co., 2016 WL 4036887, at *8 (Ohio Ct. App. 2016) (affirming that courts in a discovery state have an “interest in protecting its residents from unreasonably and overly burdensome discovery requests” via out-of-state subpoenas); Hyatt v. State Franchise Tax Bd., 105 A.D.3d 186, 200–01 (N.Y. App. Div. 2013) (observing that discovery via subpoena “must comply with the rules of the state in which it occurs,” and that “the discovery state has a significant interest in protecting its
2. **Substantive Challenges**

If the jurisdictional challenge fails, a next step should be the filing of a substantive motion to quash. For instance, warrants can be challenged for their overbreadth or lack of particularity. Subpoenas can be challenged as unduly burdensome due to the costs of compliance or the level of privacy intrusiveness. Major technology companies have filed motions to quash warrants and subpoenas in the past, challenging both the scope and validity of legal process. They have done so, importantly, prior to disclosing any responsive data. As recently as April 2022, Facebook filed a motion to quash a warrant in a white-collar criminal case in New Jersey—and won. Firms have also successfully challenged subpoenas from nongovernmental litigants and won, without ever having to hand over the requested data. Even the risk of having to litigate against a well-resourced technology company filing a motion to quash could chill or slow down antiabortion regulators from seeking data disclosures.

3. **Nondisclosure Orders**

Finally, many technology companies have undertaken contractual obligations to notify users when their information is the target of legal process. Firms that have not yet undertaken these obligations should do so, and all firms should prioritize notice to users regarding

residents who become non-party witnesses in an action pending in another jurisdiction from unreasonable or burdensome discovery requests” (quoting Advisory Comm. on Civil Prac., Report to the Chief Administrative Judge of the Courts of the State of New York 26 (Jan. 2009)).
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legal process demands for abortion-relevant data. Notice matters most obviously because it enables the actual target of the investigation to assert their privacy rights and mount legal challenges to the scope and validity of the legal process in court.\textsuperscript{329} But notice also matters for a more subtle reason: It can help to combat law enforcement use of parallel construction to conceal potentially unlawful or unconstitutional investigative methods from the courts.\textsuperscript{330}

To be sure, sometimes firms are prohibited from providing such notice by nondisclosure orders, otherwise known as gag orders, that accompany legal process seeking sensitive user data.\textsuperscript{331} But technology firms also have a well-established history of challenging such gag orders.\textsuperscript{332} Major firms have mounted successful First Amendment challenges to gag orders accompanying National Security Letters or FBI administrative subpoenas.\textsuperscript{333} Following litigation on these issues, Congress changed the National Security Letter statutes to establish procedures for adversarial judicial review of the gag orders.\textsuperscript{334} And currently, Congress is considering the Nondisclosure Order (NDO) Fairness Act, which would require law enforcement to meet new and
more rigorous standards in court to establish that secrecy is necessary before obtaining a gag order, would ban indefinite gag orders, and would mandate notice to the targeted user within seventy-two hours after the gag expires. The NDO Fairness Act has already passed the House and is under consideration in the Senate. If the Act becomes law, it will create a legal framework for challenges to gag orders in court. Tech companies should double down on their track records of contesting the existence, scope, and duration of gag orders—particularly those accompanying legal process that targets abortion-relevant data.

4. Distinguishing Antiabortion Investigations

But does not the foregoing assume that technology companies will know which law enforcement requests pertain to antiabortion prosecutions or civil suits and which pertain to unrelated urgent investigations into, for instance, murder, domestic violence, child exploitation, or domestic terrorism? How, in practice, can that distinction be made, especially given the incentive of restrictionist prosecutors to obscure their motives? Certainly, a policy of non-cooperation with every law enforcement request would impose undesirable personnel and legal costs on companies with normatively undesirable collateral harms to law enforcement investigations across the board. Companies need the ability to segment out antiabortion investigations for special treatment. But how should they do so?

There are a number of ways that companies could achieve the necessary segmentation. As mentioned above, companies could use their existing tiered portal systems to incentivize law enforcement to disclose further relevant details about the type of crime under investigation. Given the incentive to obscure the connections between a prosecution and reproductive choice, a company could place the burden on the state to show that no such connection exists. All legal process could, by default, go through the second-tier, inefficient system, but law enforcement could seek to upgrade to the top-tier, efficient portals by certifying, and perhaps even demonstrating that they are not engaged in an antiabortion investigation or prosecution.

In addition, human reviewers at the companies often engage in an informal negotiation process with law enforcement requesters that determines the scope of the company’s response. As Yan Fang has shown, reviewers may end up producing something narrower than

---

what the language in a warrant literally demands, and in doing so the reviewers necessarily make choices based on interpreting what they think is relevant to the warrant and hence to the purpose of the investigation. As part of that process, reviewers sometimes converse with the law enforcement requester to try to gauge what crimes the investigation really focuses upon, and also whether it is a serious request or perhaps just an attempt to “fish[]” for data. Reviewers engaged in those negotiations could simultaneously attempt to discern whether the requester is pursuing an antiabortion investigation.

Finally, some jurisdictions, including federal courts, require that warrants list the specific criminal statutes that have allegedly been violated, which may tell receiving companies if the warrant pertains to an antiabortion investigation. More such requirements could be written into law for both warrants and subpoenas. Most obviously, pro-choice states could pass statutes prohibiting their courts from enforcing out-of-state legal process unless the warrant or subpoena indicates the conduct under investigation.

D. Enabling Individual Choice Through Private and Secure Access to Accurate Information

Even without active resistance to legal process demands, the technological infrastructure that firms provide to their users can expand or restrict reproductive privacy and choice. Beyond enabling or throttling access to accurate information to facilitate a patient’s search for care, as discussed above, firms can also provide more and less privacy-protective options for searching that information. For instance, some but not all currently offer end-to-end encryption by default for all communications. In the wake of Dobbs, digital civil
liberties organizations jumped to provide advice to pregnant people on how to navigate the digital ecosystem safely, including segmenting abortion-relevant data from other activities, selecting alternate privacy-protective browsers, and using a “burner phone,” encryption, and secure deletion of sensitive files.\footnote{Daly Barnett, \textit{Security and Privacy Tips for People Seeking an Abortion}, ELEC. FRONTIER FOUND.: DEEPLINKS BLOG (June 23, 2022), https://www.eff.org/deeplinks/2022/06/security-and-privacy-tips-people-seeking-abortion [https://perma.cc/97CZ-G7U6].} While such guides are helpful interventions, they do not empower all users equally. Most of those who are vulnerable to state regulation are low income and often members of marginalized racial and ethnic minorities.\footnote{See Leah Litman, \textit{Redefining Reproductive Rights and Justice}, 118 MICH. L. REV. 1095, 1104 (2020) (noting these disparate effects).} They may not have the time or resources to invest in researching and implementing privacy precautions. A key question is how best to empower those especially vulnerable users.

We propose a technological intervention to facilitate and enlarge personal choice specifically for such users: a bot that operates on social media platforms to guide people through privacy protection steps and steps needed to acquire and use information. A social media bot is a program, often built on artificial intelligence, that can “talk to [people] through technology that was designed for humans to talk to humans.”\footnote{Mike Simpson, \textit{Social Media Bots: How They Work and How to Use Them}, MELTWATER (Mar. 19, 2021) (alteration in original), https://www.meltwater.com/en/blog/social-media-bots [https://perma.cc/J7Y3-34V5]; see also DEP’T OF HOMELAND SEC., OFF. OF CYBER & INFRASTRUCTURE ANALYSIS, SOCIAL MEDIA BOTS OVERVIEW 1 (May 2018), https://nics.cisa.gov/sites/default/files/documents/pdf/ncsam_socialmediabotsoverview_508.pdf?trackDocs=NCsam_socialmediabotsoverview_508.pdf [https://perma.cc/F2Q3-779F] (describing types of attack by social media bots).} Some platforms, including Instagram, restrict the use of bots; others, including TikTok—a platform especially popular with young women\footnote{Fifty-seven percent of TikTok users are women. Josh Howarth, \textit{TikTok User Age, Gender, & Demographics} (2022), EXPLODING TOPICS (Jan. 13, 2023), https://explodingtopics.com/blog/tiktok-demographics [https://perma.cc/LTP7-86LN].}—do not.\footnote{Eduardo Morales, \textit{TikTok Bots—The Best & Safest Options in 2022}, BETTER MKTG. (May 12, 2020) https://bettermarketing.pub/tiktok-bots-the-best-bot-providers-cafebe9a0134 [https://perma.cc/8SN3-JTNJ].} A bot on TikTok can be given “target audience guidelines and custom filters which it then uses to automate the activity of liking, commenting, and following other account[s’] posts and profiles at scale.”\footnote{\textit{Id.}} At present, bots are often used to generate comments on postings to simulate (and stimulate) user engagement. They can also intervene by posting content if specific hashtags and Gmail do not. Importantly, even end-to-end encryption does not shield metadata, so using such services may still leave pregnant patients vulnerable.

are trending. They can even conduct simple conversations, via posts and replies, with human users. In the reproductive health space, some healthcare providers are eager to employ such chatbots to supply basic information.347 One app, MedChat, allows users to “configure what interactions would require patients to identify themselves and which would not.”348

We would take the idea of a bot one step further and propose a more proactive social-media intervention. This idea draws inspiration from an innovation pioneered by an organization called Women on Waves, which uses a bot to deliver medication abortion in Northern Ireland and Poland.349 The intervention would seek out and guide pregnant persons through the necessary precautions to securely use digital services to minimize locational- or biometric-data trails and to obtain accurate medical information and unvarnished accounts of their options and legal risks. Such a bot, for example, might first be designed to help a pregnant person configure a browser to maximize privacy. It would thus create no digital record either in a central database or in a user’s device. It might even guide them through the installation of Tor, an application that shields a user’s IP address and allows them to surf anonymously.350 It would then navigate toward truthful, helpful information about abortion access. It could even offer personalized abortion-related information through an automated chat


348 Id.


350 Tor is short for “The Onion Router”: It enables users to engage on the internet anonymously. KRISTIN FINKELA, CONG. Rsch. Serv., R44101, DARK WEB 3–4 (2017), https://fas.org/sgp/crs/misc/R44101.pdf [https://perma.cc/7ZRM-MX37]. “Tor” describes both the software that users install on their devices to operate anonymously, id., and the collection of “volunteer-operated servers” that support the Tor network. Tor: Overview, TOR, https://2019.www.torproject.org/about/overview.html.en [https://perma.cc/4GV2-ACZ7]. Tor conceals a user’s IP address by routing web traffic through a series of relays, or nodes, run by these servers. Information is encrypted between relays and takes on the IP address of the final “exit” relay. I2P, or the Invisible Internet Project, is another popular anonymous network. Tor recently played a role in helping Iranian protestors stay online securely. See, e.g., Mike Butcher, As Iran throttles Its Internet, Activists Fight to Get Online, YAHOO! (Oct. 5, 2022), https://www.yahoo.com/new/iranian-tech-activists-detail-tech-161327435.html [https://perma.cc/V7ZQ-XX6K]. There have been previous human efforts to disseminate information about using Tor; using a bot to the same end is a logical extension of these efforts. See Richard Esquerra, Help Protesters in Iran: Run a Tor Bridge or a Tor Relay, ELEC. FRONTIER FOUND. (June 29, 2009), https://www.eff.org/deeplinks/2009/06/help-protesters-iran-run-tor-relays-bridges [https://perma.cc/2AE7-447K] (encouraging volunteers to configure their computers as a Tor bridge to support Iranian protestors attempting to access the internet).
function, as MedChat does. Like the customer service bots that are already used by banks and airlines, such a bot could use the location and financial situation of a user to tailor quite specific courses of action.

The virtue of this kind of intervention—which, we note, could be launched and maintained from anywhere, including outside the United States—is that it would target precisely those demographics that are most in need. Many of those most vulnerable to state coercion for their reproductive choices are likely to be users of platforms like TikTok—recall the users skew young and female.351 Reaching them through a well-designed bot would minimize legal risks from restrictionist state legislation, while maximizing both privacy and effectual choice.

E. A New Evidentiary Privilege for Reproductive Choice

Although technology companies currently have vast discretion in how to respond to law enforcement and vigilante service of legal process, there is an important opportunity for legislators to impose legal restrictions to force companies to do the right thing—and for companies to lobby for the same. To date, many of the legislative efforts to shield abortion-relevant data from the reach of restrictionist law enforcement and vigilantes have focused on limiting interjurisdictional cooperation among law enforcement352 and enacting information privacy statutes.353 This approach falls short because courts may still facilitate cross-jurisdictional evidence collection even without assistance from local law enforcement, and privacy statutes generally offer no protection from compulsory legal process.354 For instance, the My Body, My Data Act of 2022 would restrict technology companies’ voluntary collection, retention, use, and disclosure of “personal reproductive or sexual health information,” but the Act does not block, or

351 See Howarth, supra note 344 (noting that one in four TikTok users are under twenty-years-old and fifty-seven percent of TikTok users are female).
352 See Cohen, Donley & Rebouché, supra note 193, at 13–26 (discussing cross-border abortion liability).
354 See supra text accompanying notes 95–104.
indeed even mention, warrants, subpoenas, or other court orders. Moreover, as detailed above, existing information privacy statutes that cover some abortion-relevant data, such as HIPAA and the Stored Communications Act, contain exceptions that expressly authorize disclosures pursuant to warrants, subpoenas, and other forms of compulsory process.

Restrictionist states’ post-Dobbs turn to the expansive criminal law and vigilante civil bounty statutes necessitates something more than a default rule of information privacy. It calls for a legislative response powerful enough to combat both law enforcement and judicial compulsory process. Fortunately, a well-established legal authority could bar the use of much abortion-relevant data in criminal or civil investigations, as well as pre-trial, trial, and post-trial proceedings, nationwide. This legal authority is drawn from evidentiary privilege law. We advocate that federal and state legislatures should enact statutory evidentiary privileges that not only protect abortion-relevant data from voluntary disclosure but also make that data immune from law enforcement and judicial compulsory legal process alike.

The concept of evidentiary privilege protections for abortion-relevant data was first introduced publicly by one of us in testimony before the Judiciary Committee for the U.S. House of Representatives on July 19, 2022. We lay out here the scholarly and doctrinal bases behind this proposal, which might be adopted not just at the federal level but could also be usefully adopted in pro-choice states. In the

355 My Body, My Data Act of 2022, S. 4434, 117th Cong. (2022); My Body, My Data Act of 2022, H.R. 8111, 117th Cong. (2022). Similarly, the Fourth Amendment Is Not For Sale Act would prohibit law enforcement and intelligence agencies from circumventing the warrant requirement by purchasing Fourth Amendment-protected data, including abortion-relevant data, on the open commercial market, but the Act provides no protection against warrants or indeed against any other form of legal process applied to the majority of abortion-relevant data that does not fall within existing Fourth Amendment doctrine. Fourth Amendment Is Not For Sale Act, H.R. 2738, 117th Cong. (2021). Meanwhile, other legislative proposals seek to prohibit interference with the provision of abortion services but do not address data protection issues at all. See, e.g., Ensuring Access to Abortion Act of 2022, H.R. 8297, 117th Cong. (2022); see also Women’s Health Protection Act of 2022, H.R. 8296, 117th Cong. (2022).

356 See, e.g., 18 U.S.C. § 2703(b)–(c); see also 45 C.F.R. § 164.512(e)–(f); cf. United States v. Warshak, 631 F.3d 266, 282–88 (6th Cir. 2010) (applying the Fourth Amendment to stored electronic communications contents and thus presuming that law enforcement can seize such information using a probable cause warrant).

Appendix, we offer a model bill text that federal and pro-choice state lawmakers can use to create an abortion data evidentiary privilege.

It is helpful to begin by explaining the extraordinary power of evidentiary privileges in general. Not only do privileges bar protected information from being admitted into evidence at trial, but—unlike any other evidence rule—they also preclude the use of protected information at all other stages of a judicial proceeding. That means privileges do not just bar juries from considering protected information; they also bar judges from doing so. Privileges also apply to bail hearings, settlement agreements, plea negotiations, sentencing proceedings, and more. Further, they prevent litigants, including criminal prosecutors and vigilante civil plaintiffs, from ever learning the information in the first place. Privileges have the power to block or prevent the use of evidence gained through subpoenas, discovery orders, searches and seizures, and even wiretaps. This is so regardless of probable cause and ex ante judicial review. In other words, privileges offer more powerful privacy protections than even the Fourth Amendment—which provides minimal safeguards when the government can show probable cause or reasonable suspicion.

358 Edward J. Imwinkelried, The New Wigmore: A Treatise on Evidence: Evidentiary Privileges 3 (Richard D. Friedman ed., 2d ed. 2010) (“Privileges are the evidentiary rules that allow a person [or legal entity] who communicated in confidence or who possesses confidential information to shield the communication or information from compelled disclosure during litigation.” (footnote omitted)).

359 See, e.g., Fed. R. Evid. 1101(c) (“The rules on privilege apply to all stages of a case or proceeding.”).

360 See id. at 1101(c)–(d) (stating that exceptions to evidentiary rules do not apply to evidentiary privileges).

361 See id. at 1101(b) (providing that privilege rules apply in civil cases and proceedings, criminal cases and proceedings, and contempt proceedings).

362 See Fed. R. Civ. P. 45(d)(3)(A)(iii) (providing that the court must quash or modify a subpoena that requires disclosure of privileged information).


We envision an abortion data privilege that would be jointly held by any person seeking, obtaining, providing, or assisting in seeking, obtaining, or providing abortion services. All joint holders of the privilege would be required to waive the privilege before protected information could be used in court. Further, this should be a topical privilege, such as the trade secret or state secret privileges. This echoes a proposal by Jerry Kang and co-authors for a “self-surveillance privilege” that would “protect the self-surveillance data stored in [a firm that collected such data].” Similar to the self-tracking data described supra, Kang and co-authors define “self-surveillance data” as “measurements of the individual self, initiated by the self, using sensors that are in one’s control, for the primary purpose of measuring the self.” Data subject to that proposed self-surveillance privilege could not “be subpoenaed or introduced into any legal proceeding unless the privilege was waived by the individual or subject to some clearly delimited exception.” Similarly, with an abortion data privilege, anyone in possession of abortion-relevant data would be required to assert the privilege absent waiver by all of the joint holders.

Moreover, we advocate that the abortion data privilege should include no statutory exceptions and should expressly preclude court-created or common-law exceptions. This absolutism diverges from standard privilege practice. Some evidentiary privileges are explicitly qualified and subject to balancing against countervailing interests in accessing protected information. Yet even those privileges that are facially absolute generally have particularized exceptions for circumstances such as self-defense, child abuse prosecutions, and disclosures of an ongoing or future crime or fraud. For instance, both the existing trade secret evidentiary privilege and the self-surveillance

---

367 See, e.g., CAL. EVID. CODE § 1060 (West 2022) (stating California’s trade secret privilege).

368 See United States v. Reynolds, 345 U.S. 1, 6–10 (1953) (establishing modern state secret privilege).


370 See supra Section I.B (describing self-tracking).

371 Kang et al., supra note 369, at 814 (footnote omitted).

372 Id. at 832.

373 Cf. IMWINKELRIED, supra note 358, at 1391–1483 (discussing procedures for asserting and waiving state secret privilege and trade secret privilege).

374 See id. at 1470–73 (explaining that trade secret privilege is a qualified privilege).

375 See generally id. at 1141–70 (discussing exceptions for privileges).
privilege proposed by Kang and coauthors would not apply if their allowance would “tend to conceal fraud, enable criminal activity or otherwise work injustice.”\(^\text{376}\) Similarly, in many states the attorney-client privilege authorizes disclosures to prevent “reasonably certain death or substantial bodily harm.”\(^\text{377}\) The problem with including such exceptions in an abortion data privilege is that it would create a loophole for restrictionist courts to find that the privilege does not apply in antiabortion proceedings.\(^\text{378}\)

At the same time, we are sensitive to the risk that a truly absolute privilege might cause unintended, harmful consequences. As a result, we propose an extraordinarily narrow application for the privilege. The privilege should apply solely to proceedings to hold a person criminally or civilly liable for seeking, obtaining, providing, or assisting in seeking, obtaining, or providing abortion services. In other words, when it comes to medical liability disputes, domestic violence cases, child abuse prosecutions, or any other form of litigation, this privilege would not apply at all. While unusual, such a narrow application for a statutory privilege is not unprecedented.\(^\text{379}\) It has indeed been upheld by the Supreme Court.\(^\text{380}\)

The main area for policymakers to exercise discretion in implementing our proposal is the scope of information to be covered by the abortion data privilege. Given the extremely narrow application of the privilege solely to abortion-related litigation, we advocate for as broad coverage as possible. An example would be coverage for: all data that reveals a person’s efforts to seek, obtain, provide, or assist in seeking, obtaining, or providing abortion services, including but not limited to healthcare and insurance records pertaining to abortion services; communications between a pregnant person and others for the purposes

\(^{376}\) Kang et al., supra note 369, at 834.

\(^{377}\) Model Rules of Prof. Conduct r. 1.6(b)(1) (Am. Bar Ass’n 2019); see also Colin Miller, Colloquy, Ordeal by Innocence: Why There Should Be a Wrongful Incarceration/Execution Exception to Attorney-Client Confidentiality, 102 Nw. U. L. Rev. Colloquy 391, 394–95 (2008) (discussing adoption of Model Rule 1.6(b)(1) and ultimately arguing to extend the exception to permit disclosures that prevent wrongful incarceration and execution).


\(^{379}\) There exists a federal statutory privilege that similarly applies solely to a small subset of narrowly defined cases. See 23 U.S.C. § 407 (creating a privilege that applies solely “in any action for damages arising from any occurrence at a location mentioned or addressed in [a highway safety survey]”).

of obtaining abortion care or information about abortion care; commercial transactional records concerning abortion services; biometric data revealing the presence or absence of pregnancy or abortion; geolocation data concerning abortion service providers; and data pertaining to internet or other searches associated with abortion services.

Notably, there are no clear limits on the scope of information that a legislature can protect with a privilege.381 Rather than ex ante bounds on scope, the limits on legislative authority in this domain derive from individual litigants’ as-applied constitutional rights. As with all privileges, opposing litigants may be able to pierce the privilege on a case-by-case basis if they can establish a conflicting constitutional need to access the protected information, such as a criminal defendant’s Sixth Amendment right to compulsory process or a civil litigant’s Fifth and Fourteenth Amendment rights to due process.382 Thus, legislators need not worry about extending the scope of coverage broadly at the outset.

Ideally, the U.S. Congress would enact an abortion data privilege that applies nationwide. No one doubts that states can create statutory evidentiary privileges. Less commonly known, the federal government also has uncontroverted power to enact statutory evidentiary privileges, including ones that apply in state as well as in federal court.383 Although the Federal Rules of Evidence left privileges primarily to the development of the common law, Rule 501 reserved authority for the U.S. Congress to enact statutory evidentiary privileges.384 There are hence a number of federal statutory privileges.385 For one example, statutory text stating expressly that information “shall be immune from legal process” creates a facially absolute evidentiary privilege that blocks all forms of compulsory legal process, including

---

381 For instance, while existing federal statutes generally privilege information possessed by governmental entities, some also extend to information possessed by private individuals and entities. See, e.g., 13 U.S.C. § 9(a)(3) (“Copies of census reports which have been so retained [by private establishments or individuals] shall be immune from legal process, and shall not . . . be admitted as evidence or used for any purpose in any action, suit, or other judicial or administrative proceeding.”).

382 See Edward J. Imwinkelried, Questioning the Behavioral Assumption Underlying Wigmorean Absolutism in the Law of Evidentiary Privileges, 65 U. Pitt. L. Rev. 145, 162–63 (2004) (“[I]n the United States even purportedly absolute privileges are already qualified . . . because criminal accused and civil litigants have a constitutional right to surmount the privilege in order to introduce critical, demonstrably reliable evidence.”).

383 See Natalie Ram, Jorge L. Contreras, Laura M. Beskow & Leslie E. Wolf, Constitutional Confidentiality 32 (Sept. 1, 2022) (unpublished manuscript) (on file with authors) (explaining that the federal Certificates statute creates an evidentiary privilege that applies in state as well as federal court).

384 FED. R. EVID. 501.

both warrants and subpoenas.\textsuperscript{386} Other common formulations of the textual language in federal privilege statutes include that protected information “shall not . . . be admitted as evidence or used for any purpose in any action, suit, or other judicial or administrative proceeding”\textsuperscript{387} shall not be subject to “discovery or compulsory process”;\textsuperscript{388} “shall be immune from legal process and shall not be subject to subpoena or other discovery”;\textsuperscript{389} and shall be protected “to the extent the communication would be considered a privileged communication if it were between a taxpayer and an attorney.”\textsuperscript{390}

The Supreme Court has also affirmed Congress’s power to enact privileges that control in state court. In \textit{Pierce County v. Guillen}, the Court reviewed a federal statute that provided, in relevant part, that “[n]otwithstanding any other provision of law, [protected information] . . . shall not be subject to discovery or admitted into evidence in a Federal or State court proceeding or considered for other purposes in any action for damages . . . .”\textsuperscript{391} In a unanimous ruling, the Court affirmed that the federal statute protecting information “from being discovered or admitted in certain federal or state trials, is a valid exercise of Congress’ authority under the Constitution.”\textsuperscript{392}

The U.S. Congress should enact a similarly express and facially absolute statutory evidentiary privilege in respect to abortion-relevant information.\textsuperscript{393} As with the statutory privilege upheld in \textit{Guillen}, an abortion data privilege would arguably fall within Congress’s Commerce Clause authority.\textsuperscript{394} Congress has long regulated the collection, storage, and disclosure of sensitive communications and health data.\textsuperscript{395} As in \textit{Guillen}, “Congress could reasonably believe that adopting a measure eliminating an unforeseen side effect of the information-gathering”—in this case the use of data as evidence in antiabortion investigations and judicial proceedings—would result in

\textsuperscript{387} 13 U.S.C. § 9(a)(3).
\textsuperscript{388} 5 U.S.C. § 574(a).
\textsuperscript{390} 26 U.S.C. § 7525(a).
\textsuperscript{392} \textit{Id.} at 132–33.
\textsuperscript{393} Cf. IMWINKELRIED, supra note 358, at 981–82 (discussing absolute communications privileges).
\textsuperscript{394} \textit{Guillen}, 537 U.S. at 147.
“more diligent . . . better informed decisionmaking” concerning the use of electronic communications and healthcare services “and, ultimately, greater safety” for pregnant people and their care providers.\footnote{396}{Guillen, 537 U.S. at 147.}

Implementation of our proposal at the state level would look similar, albeit with the key difference that a state statutory privilege would apply solely to court proceedings in that state.\footnote{397}{See Baker v. Gen. Motors Corp., 522 U.S. 222, 239 (1998) (“[A] Michigan decree cannot determine evidentiary issues in a lawsuit brought by parties who were not subject to the jurisdiction of the Michigan court.”). In diversity jurisdiction cases, federal courts apply the privilege law for the state in which they sit. See FED. R. EVID. 501 (“[I]n a civil case, state law governs privilege regarding a claim or defense for which state law supplies the rule of decision.”).} Hence, if the New York or Illinois legislatures enact a privilege, those privileges would immunize information solely from compulsory legal process issued by courts in New York or Illinois. Nonetheless, creating such a privilege in pro-choice states would still be valuable because it could bar courts in those states from enforcing cross-jurisdictional subpoenas, warrants, or other court orders that originate in restrictionist states.\footnote{398}{As a general default rule, courts considering out-of-state legal process pursuant to the Uniform Act will defer to the privilege rules of the forum state. See RESTATEMENT (SECOND) OF CONFLICT OF L. § 139(1)-(2) (A M. L. INST. 1971), which prioritizes admissibility in the event of a conflict between two states’ privilege laws unless there is a “strong public policy” or “special reason” why evidence should not be admitted. An abortion data privilege in pro-choice states could certainly qualify as just such a strong public policy interest.} And if an entity subject to the New York or Illinois privilege complied with an out-of-state antiabortion subpoena, the privilege

\footnote{396}{Guillen, 537 U.S. at 147.}
\footnote{397}{See Baker v. Gen. Motors Corp., 522 U.S. 222, 239 (1998) (“[A] Michigan decree cannot determine evidentiary issues in a lawsuit brought by parties who were not subject to the jurisdiction of the Michigan court.”). In diversity jurisdiction cases, federal courts apply the privilege law for the state in which they sit. See FED. R. EVID. 501 (“[I]n a civil case, state law governs privilege regarding a claim or defense for which state law supplies the rule of decision.”).}
\footnote{398}{As a general default rule, courts considering out-of-state legal process pursuant to the Uniform Act will defer to the privilege rules of the forum state. See RESTATEMENT (SECOND) OF CONFLICT OF L. § 139(1)-(2) (A M. L. INST. 1971), which prioritizes admissibility in the event of a conflict between two states’ privilege laws unless there is a “strong public policy” or “special reason” why evidence should not be admitted. An abortion data privilege in pro-choice states could certainly qualify as just such a strong public policy interest.}
holders could potentially sue for violation of the privilege. To date, the state of California has led the way in enacting the types of legislative protections that a privilege would afford. Specifically, on September 27, 2022, California modified its version of the UIDDA to bar California courts and lawyers from issuing subpoenas that seek information related to sexual and reproductive health for use in out-of-state antiabortion investigations. California has also barred health care providers from disclosing “medical information related to an individual seeking or obtaining an abortion” to law enforcement or in response to subpoenas or requests based on out-of-state antiabortion investigations. We think that these legislative steps are laudable, but more is likely needed. Enacting the abortion data privilege we suggest would expand these protections to more forms of data beyond medical information, such as locational information and social media communications.

Technology companies, we think, have an advocacy role to play in the creation of evidentiary privileges to protect information about abortion care. There are multiple reasons that firms should use their considerable lobbying heft to support efforts to enact these privileges. Among the ethical considerations discussed earlier in Section II.C, privilege protections fit especially neatly into firms’ financial incentives to resist governmental (and other) demands for data. Not only do they protect the firm from being conscripted into an agent of law enforcement (or civil litigation), but they do so efficiently. Our proposed privilege protections would give firms a categorical shield to deny legal process demands without having to undertake the personnel and litigation costs of the jurisdictional, substantive, and non-disclosure order challenges proposed above in Section III.C. Prior commentators have made similar arguments in the past that categorical restrictions on responding to legal process are needed or else litigants “could flood companies with subpoenas.”

---

401 A.B. 2091, 2021–2022 Reg. Sess. (Cal. 2022); see also Schwartz, supra note 400.
provide firms with just such a categorical protection from a flood of restrictionist demands.

CONCLUSION

This Article has mapped the epistemic terrain of the coming wars over abortion-related digital privacy. It has explained the complex statutory and constitutional realities that will almost certainly enable restrictionist laws and enforcement actions to follow pregnant bodies across state lines. Laying out the groundwork of that tricky regulatory terrain exposes the impossibility of major technology firms protecting reproductive choice through either a myopic focus on their own employees or by segmenting their abortion policies state by state. Rather, the economic and normative imperative for firms in a post-

_Dobbs_ world is active resistance to restrictionist enforcement concerning all persons nationwide. This Article has detailed precise, concrete actions that firms can and should take to enact this resistance within the bounds of existing law, including non-collection and non-retention of abortion-relevant data; non-cooperation with restrictionist law enforcement and civil vigilante demands for data; technological interventions to empower the most vulnerable and least tech-savvy pregnant patients seeking reproductive care; and advocating for statutory evidentiary privileges that would make abortion-relevant data immune from legal process and entirely preclude its use in restrictionist criminal and civil prosecutions. There is no neutral ground for big tech post-

_Dobbs_. Unless firms adopt the actions elucidated here, or similar interventions, they will be affirmative allies of the restrictionist project.
APPENDIX

Model Text for a State or Federal Abortion Data Evidentiary Privilege Bill

SECTION 1. PRIVILEGE ESTABLISHED.

a) Data Privilege Established. Notwithstanding any other provision of law, abortion-relevant data [that affects interstate or foreign commerce or that is in the custody of any Federal officer or employee] shall be immune from legal process and shall not be subject to discovery, admitted into evidence, or considered for any other purpose in a proceeding referred to in subsection (b), without the consent of each person to whom the data pertains.

b) Applicable Proceedings. A proceeding referred to in this subsection is any civil action or criminal prosecution before a State [or Federal] court, or any proceeding before a State [or Federal] agency, against a person for seeking, obtaining, providing, or assisting in seeking, obtaining, or providing abortion services.

c) Scope of Privilege. No exception (including any exception for criminal fraud or public policy) to the application of subsection (a) to a proceeding referred to in subsection (b) shall exist, except as set forth in subsection (d).

d) Exception for Patients. Subsection (a) does not apply to any proceeding brought by or on behalf of a person for whom abortion services are performed.

SEC. 2. DEFINITION.

In this Act:

a) The term “abortion services” means an abortion and any medical or non-medical services related to and provided in conjunction with an abortion (whether or not provided at the same time or on the same day as the abortion), including—

1) Consultation services;
2) Termination of a pregnancy before fetal viability; or
3) Termination of a pregnancy after fetal viability if, in the good-faith medical judgment of the treating health care provider, continuation of the pregnancy would pose a risk to the pregnant patient’s life or health.
May 2023] DIGITAL PRIVACY FOR REPRODUCTIVE CHOICE 645

b) The term “abortion-relevant data”—
   1) means data that either reveals or for which there is a meaningful risk that some combination of the data and other available data sources could be used to deduce, including through reidentification of previously anonymized data, a person’s efforts to seek, obtain, provide, or assist in seeking, obtaining, or providing abortion services; and
   2) includes—
      a. healthcare and insurance records associated with abortion services;
      b. communications between a pregnant person and others for the purposes of obtaining or otherwise associated with abortion care or information about abortion care;
      c. other communications that reveal a person’s efforts to seek, obtain, provide or assist in seeking, obtaining, or providing abortion services;
      d. commercial, transactional and other financial records associated with abortion services;
      e. biometric data associated with the presence or absence of pregnancy or abortion, including menstrual cycle tracking software and other health software data;
      f. geolocation data associated with abortion services; and
      g. data pertaining to internet or other searches associated with abortion services.

c) The term “health care provider” means any entity or individual (including any physician, certified nurse-midwife, nurse practitioner, and physician assistant) that—
   1) is engaged or seeks to engage in the delivery of health care services, including abortion services; and
   2) if required by law or regulation to be licensed or certified to engage in the delivery of such services—
      a. is so licensed or certified; or
      b. would be so licensed or certified but for a law, regulation, or other prohibition coming into effect on or after June 24, 2022, limiting the provision of abortion services.

d) The term “legal process” means any warrant, subpoena, discovery order, or other court order compelling disclosure of information.
e) The term “viability” means the point in a pregnancy at which, in the good faith medical judgment of the treating health care provider, based on the particular facts of the case before the health...
care provider, there is a reasonable likelihood of sustained fetal survival outside the uterus with or without artificial support.

SEC. 3. RULE OF CONSTRUCTION.

a) **No Effect on Procedural Rules.** – Nothing in this Act may be construed to alter the operation of any rule of criminal or civil procedure, or any rule of evidence as those rules normally function in the absence of an evidentiary privilege.

b) **No Effect on Other Proceedings.** – Nothing in this Act may be construed to apply to a civil action, criminal prosecution, or administrative proceeding other than a proceeding referred to in subsection (b) of Section 1.