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New communications technologies offer the potential to be used to promote fundamental values such as autonomy and democratic discourse, but, as Professor Yochai Benkler discusses in this Article, recent government actions have disfavored these possibilities by stressing private rights in information. He recommends that laws regulating the information economy be evaluated in terms of two effects: whether they empower one group to control the information environment of another group, and whether they reduce the diversity of perspectives communicated. Professor Benkler criticizes the nearly exclusive focus of information policy on property and commercial rights, which results in a concentrated system of production and homogenous information products. He suggests alternative policies that promote a commons in information, which would distribute information production more widely and permit a greater diversity of communications.
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Then, being much troubled in mind, I said to my men, "My friends, it is not right that one or two of us alone should know the prophecies that Circe has made me, I will therefore tell you about them, so that whether we live or die we may do so with our eyes open. First she said we were to keep clear of the Sirens, who sit and sing most beautifully in a field of flowers; but she said I might hear them myself so long as no one else did. Therefore, take me and bind me to the crosspiece half way up the mast; bind me as I stand upright, with a bond so fast that I cannot possibly break away, and lash the rope's ends to the mast itself. If I beg and pray you to set me free, then bind me more tightly still."

I had hardly finished telling everything to the men before we reached the island of the two Sirens, for the wind had been very favourable. Then all of a sudden it fell dead calm; there was not a breath of wind nor a ripple upon the water, so the men furled the sails and stowed them; then taking to their oars they whitened the water with the foam they raised in rowing. Meanwhile I took a large wheel of wax and cut it up small with my sword. Then I kneaded the wax in my strong hands till it became soft, which it soon did between the kneading and the rays of the sun-god son of Hyperion. Then I stopped the ears of all my men, and they bound me hands and feet to the mast as I stood upright on the crosspiece; but they went on rowing themselves. When we had got within ear-shot of the land, and the ship was going at a good rate, the Sirens saw that we were getting in shore and began with their singing.

"Come here," they sang, "renowned Ulysses, honour to the Achaean name, and listen to our two voices. No one ever sailed past us without staying to hear the enchanting sweetness of our song—and he who listens will go on his way not only charmed, but wiser, for we know all the ills that the gods laid upon the Argives and Trojans before Troy, and can tell you everything that is going to happen over the whole world."

They sang these words most musically, and as I longed to hear them further I made signs by frowning to my men that they should set me free; but they quickened their stroke, and Eutylochus and Perimedes bound me with still stronger bonds till we had got out of
hearing of the Sirens' voices. Then my men took the wax from their ears and unbound me.¹

* * *

The conclusion is inescapable that secondary schooling, by exposing Amish children to worldly influences in terms of attitudes, goals, and values contrary to beliefs, and by substantially interfering with the religious development of the Amish child and his integration into the way of life of the Amish faith community at the crucial adolescent stage of development, contravenes the basic religious tenets and practice of the Amish faith, both as to the parent and the child. . . .

... [O]ur holding today in no degree depends on the assertion of the religious interest of the child as contrasted with that of the parents. It is the parents who are subject to prosecution here for failing to cause their children to attend school, and it is their right of free exercise, not that of their children, that must determine Wisconsin's power to impose criminal penalties on the parent. . . . The children are not parties to this litigation.²

* * *

On this important and vital matter of education, I think the children should be entitled to be heard. While the parents, absent dissent, normally speak for the entire family, the education of the child is a matter on which the child will often have decided views. He may want to be a pianist or an astronaut or an oceanographer. To do so he will have to break from the Amish tradition.

It is the future of the student, not the future of the parents, that is imperiled by today's decision. If a parent keeps his child out of school beyond the grade school, then the child will be forever barred from entry into the new and amazing world of diversity that we have today. The child may decide that that is the preferred course, or he may rebel. It is the student's judgment, not his parents', that is essential if we are to give full meaning to what we have said about the Bill of Rights and of the right of students to be masters of their own destiny. If he is harnessed to the Amish way of life by those in authority over him and if his education is truncated, his entire life may be stunted and deformed. The child, therefore, should be given an opportunity to be heard before the State gives the exemption which we honor today.³

¹ Homer, The Odyssey bk. XII, ll. 153-200, at 159-61 (Samuel Butler trans., A.C. Fifield 1900), http://classics.mit.edu/Homer/odyssey.html.
³ Id. at 244-46 (Douglas, J., dissenting) (footnotes omitted). Justice White, in his concurrence, actually adopted Justice Douglas's conception of the problem. He concurred because he believed that eight years of grade school were enough to make autonomous choice possible and that the additional two years, which were all that was at stake in the case, did not matter enough to justify prosecution of the parents. He wrote:
First Amendment law used to be easy for liberals. Back in the days when you had an individual—say, a Jehovah's Witness, Klansman, or Communist—who wanted to make a politically controversial statement, and a government actor silenced that person, all the cards in the liberal deck were stacked against the government. The actor doing the silencing was government. The person being silenced suffered a loss of expressive freedom in violation of her autonomy. The loss of her expression was also a loss to robust democratic discourse. The two normative commitments animating the First Amendment—robust democratic discourse and personal autonomy—were aligned, and both pointed towards invalidation of the official action challenged. As Justice Brandeis put it, the commitment "to make men free to develop their faculties" served as a "means indispensable to the discovery and spread of political truth." \[8\]

The information economy has made things more difficult. To create property rights in this economy, government must often prohibit

---

4 I use the term "liberals" here to refer to those who hold some version of liberal political theory, rather than in the American colloquial sense of "more than slightly left of center."


8 Whitney, 274 U.S. at 375 (Brandeis, J., concurring).
speech. For example, government prohibits everyone from transmitting over wireless spectrum so that it can auction off the right to do so to those who then become spectrum "owners." Government also prohibits all persons from picking up a good book they like and translating it for their compatriots or making it into a play. It does so in order to create property rights in cultural materials, which are intended to foster a market for their creation.

The central theoretical problem that this attribute of the information economy creates for traditional First Amendment theory is that the neat alignment of personal autonomy and democratic discourse—the two values most broadly understood to animate the Amendment—is shattered. Where once stood a state actor clamping down on an individual dissident now stands a private actor with power to prevent someone from speaking. The state's role is generally benign—one that seeks to enhance, not restrict speech—but the means it employs involve prohibiting someone, often many, from speaking. The state might, for example, create copyrights to give information producers incentives to speak. But then the Washington Post and the Los Angeles Times, for example, can use those rights to prevent their readers from posting newspaper clippings on a Web-based political fo-


10 The potential viability of systems that allow many users to share the same slice of spectrum may change the constitutionality of this existing model. See Yochai Benkler & Lawrence Lessig, Net Gains: Will Technology Make CBS Unconstitutional?, New Republic, Dec. 14, 1998, at 12 (explaining why spectrum wireless techniques could eliminate need for licensing or auctions, thereby rendering unconstitutional prohibition on unlicensed wireless transmission that is basis of licensing); see also Eli Noam, Spectrum Auction: Yesterday's Heresy, Today's Orthodoxy, Tomorrow's Anachronism—Taking the Next Step to Open Spectrum Access, 41 J.L. & Econ. 765, 768, 778-80 (1998) (describing rise of auction paradigm and exploring alternative open-access model). It is important to understand that the core regulatory move involved in spectrum regulation is the prohibition on all of us from transmitting without a license. See Benkler & Lessig, supra (stating that prohibition on transmitting that undergirds licensing regime may be unconstitutional once there is alternative); see also Noam, supra, at 770 (same). But see Timothy J. Brennan, The Spectrum as Commons: Tomorrow's Vision, Not Today's Prescription, 41 J.L. & Econ. 791, 796-97 (1998) (criticizing Noam for arguing that corporations have "rights," in particular, rights to communicate).


12 See Yochai Benkler, Free as the Air to Common Use: First Amendment Constraints on Enclosure of the Public Domain, 74 N.Y.U. L Rev. 354, 390-94 (1999) ("[W]e are free to communicate at a given moment only to the extent we communicate using information that is in the public domain, we own, or we have permission to use for the proposed communication.").
rum.13 These same rights also enable the Church of Scientology to seize the computer files of a former member who criticized the church by posting its texts online.14 The state might recognize trademarks to facilitate commercial information exchange. But these rights enable the U.S. Olympic Committee to permit the use of the term “Special Olympics” to describe the events of athletes with disabilities and prohibit the use of the term “Gay Olympics” to describe the events of homosexual athletes.15 The state also might prohibit the owners of cable systems from selecting the programming on a certain percentage of their channels, not to censor, but to diversify and open up the video delivery medium so that more views can be presented to television viewers.16 The prohibition, then, would be aimed at alleviating a problem created by cable operators acting as “private censors.”17

Sophisticated legal commentators, such as Owen Fiss18 and Robert Post,19 disagree over how First Amendment law should respond to these cases but agree that in these matters democracy and autonomy conflict. In Fiss’s terms, democracy requires that the state intervene to improve public discourse, even at the expense of autonomy.20 In Post’s terms, such “managerial” intervention undermines the very respect for autonomy that must animate a commitment to democratic discourse.21 The quandary created by this sense of deep conflict between democracy and autonomy is manifested in many dif-

---


16 See Turner Broad. Sys., Inc. v. FCC, 520 U.S. 180, 224-25 (1997) (Turner II) (holding that state regulation does not violate First Amendment); Turner Broad. Sys., Inc. v. FCC, 512 U.S. 622, 663-64 (1994) (Turner I) (“[A]ssuring that the public has access to a multiplicity of information sources is a governmental purpose of the highest order, for it promotes values central to the First Amendment.”).

17 See Denver Area Educ. Telecomm. Consortium v. FCC, 518 U.S. 727, 773 (1996) (Stevens, J., concurring) (“It would inject federally authorized private censors into fora from which they might otherwise be excluded, and it would therefore limit local fora that might otherwise be open to all constitutionally protected speech.”) (footnote omitted).


20 Fiss, supra note 18, at 36-38.

21 Post, supra note 19, at 1538-39.
ficult cases, most clearly those involving media regulation\textsuperscript{22} and intellectual property law.\textsuperscript{23}

This Article begins the task of mediating this basic theoretical conundrum in thinking about the role of the First Amendment in an information economy. My goal is to identify the ways in which an autonomy-serving constitutional provision like the First Amendment should be seen as permitting, and sometimes even requiring, autonomy-sensitive information policy. More specifically, I argue that a purely market-focused information policy—in particular one focused on exhaustive propertization of the physical, logical, and content layers of the information environment—exacts a significant normative social cost in terms of personal autonomy.

Part I offers what I hope can be a widely accepted and workable tool for normative evaluation of laws that affect autonomy by regulating the flow of information to and from individuals. Because I am looking for workability and wide acceptance, my proposal settles on only two basic effects that should be considered in evaluating law in terms of autonomy. These are: (a) systematic effects of law that empower one group of actors to exert control over the information environment within which others must choose their lives, and (b) systematic effects on the range of options that individuals in society perceive as open to them. Recognizing that more ambitious defenses of autonomy may find this focus too constraining, I nonetheless believe that if sensitivity to these two effects can be shared widely by autonomy lovers, the implications for our normative evaluation of policy choices in the information arena will be significant.

In Part II, I begin to apply these tools to the nearly exclusive focus of American information policy on property and commercialism as the creative forces of our information environment. This Part of the Article identifies an autonomy deficit that would be created if we had perfect property rights in communications infrastructure and in-


formation goods, by comparing such a regime to a commons or a regu-
latory system where property is otherwise attenuated by use
privileges, like carriage requirements. I develop the analysis in detail
by reference to radio frequency spectrum allocation and to copyright.

Part III looks at policies aimed at fostering commercial information
production. I briefly explain why these policies tend to lead to a
commercial, concentrated system of production that produces rela-
tively homogenous information, undermining the possibility of the de-
velopment of a decentralized system that includes diverse producers
who provide their information and communications facilities in reliance
on incentives other than profit maximization. I suggest that poli-
cies aimed at establishing sustainable commons in information and
communications resources, or at least at establishing access privileges
to such resources, reduce the costs of becoming an information pro-
ducer and effect a wider distribution of the capacity to be an informa-
tion producer. Such policies likely will reveal to individuals many
more meaningful options for living their lives, thereby increasing the
actual capacity of individuals in society to be autonomous.

I conclude by focusing on the implications of the analysis for
American information policy. We are relying more heavily than ever
before on property. We are increasing the costs of information pro-
duction and concentrating that social function in the hands of organi-
izations that aggregate consumer preferences and sell their products to
the groups that will pay the most. These choices run the gamut from
our focus on private, commercial provision of physical infrastructure,
rather than on public or commons-based infrastructures,24 to our will-
ingness to integrate infrastructure provision with content provision25

24 See Info. Infrastructure Task Force, The National Information Infrastructure:
Agenda for Action, Executive Summary (1993), http://www.ibiblio.org/nii/NII-Executive-
Summary.html (stating policy objective of promoting private-sector development of informa-
tion infrastructure). This was the document that set out the first Clinton Administra-
tion’s policy on infrastructure development. Its touchstone was recognition that the
private sector was already deploying infrastructure, and it limited government’s roles to
such activities as facilitating private sector deployment, redistribution, and standard-setting
where necessary. There was no attempt to consider the possibility or validity of a govern-
ment-provided infrastructure of first resort, like the highways, or like the Internet as it had
been until the 1990s. See generally Yochai Benkler, From Consumers to Users: Shifting
the Deeper Structures of Regulation Towards Sustainable Commons and User Access, 52
ization” or “commercialization” of physical infrastructure).

25 For example, while in the early 1990s the Federal Communications Commission
thought to make telephone infrastructure a video common carrier, see Telephone Com-
pany-Cable Television Cross-Ownership Rules, 7 F.C.C.R. 5781, 5783 (1992) (second re-
port and order), by 1996 Congress had converted this to a model whereby telephone
companies provide their own content alongside that of competitors. See Telecommunica-
and our focus on commercial, information-goods sale as the primary model of information production and exchange that our legal system supports. These choices are driving the organization of information production and exchange in the digitally networked environment towards a model that dampens the beneficial effects the technology can have on increasing personal autonomy. In fact, it may increase the potential of this technological shift to subject many users to the influence of a few large, commercial media and communications companies. Whether the benefits of these choices, whatever they may be, justify this normative cost is a question with which we must come to grips as a polity. But we will not evaluate the paths open to us correctly until we see all that is at stake.

I

AUTONOMY, LAW, AND INFORMATION FOR CONTEXT-BOUND INDIVIDUALS

Although “autonomy” is quite central to our intuitions about liberty and dignity generally, and is widely seen as one of the central animating values of the First Amendment, it has remained a surpris-
ingly nebulous and ill-defined term in philosophical inquiry. The primary implication of this vagueness for policymaking is that it makes it difficult to extract from "autonomy" a broadly acceptable normative guide to evaluating practical policymaking, because it means so many different things to different people. My goal here is therefore not so much to develop a widely attractive, crisper philosophical conception of autonomy, as to propose a widely accepted set of tools for evaluating the autonomy implications of proposed policies. These tools are drawn from what I understand to be a plausible, if not quite so widely shared, conception of autonomy.

My aim in this Part is to suggest how a conception of autonomy sensitive to the context within which individuals must choose would counsel us to evaluate law. Part I.A deals with what autonomy for context-bound individuals means and how it is affected by law. Part I.B then focuses on the relationship between information and autonomy and on what attributes of information law are worth examining for one who respects autonomy. Part I.C then takes on the task of delimiting the province of autonomy as a measure of law and policy, such that it can be attractive to a wider range of autonomy lovers than those who would adopt fully the conception of context-bound autonomy from which I derive it.

A. Law and Autonomy for Context-Bound Individuals

Before one can describe the relationship between law and autonomy, it is important to recognize that the concept of autonomy can
signify different things. First, autonomy is both a capacity and a condition of which people can have more or less. Second, autonomy is most usefully honored as a value for people who come to and live in a world made by others. When we evaluate the implications of law for

31 Comprehensive treatments of autonomy as a philosophical concept include Dworkin, Theory and Practice, supra note 29; Feinberg, supra note 29, at 27-51; The Inner Citadel: Essays on Individual Autonomy (John Christman ed., 1989); Thomas May, Autonomy, Authority and Moral Responsibility (1998); Joseph Raz, The Morality of Freedom (1986); Robert Young, Personal Autonomy: Beyond Negative and Positive Liberty (1986). For a superb overview of the literature and an attempt to reconcile it, see Fallon, supra note 27.

32 The capacity to govern oneself includes two elements. First, there is a minimal threshold competence element, i.e., simple competence to evaluate options and consequences of action. Second, there is a variable element—one's ability to evaluate options as affected by internal circumstances, like intelligence, and external life circumstances. See Feinberg, supra note 29, at 28-30 (arguing that "competence" is prerequisite for self-government); Raz, supra note 31, at 372 (identifying conditions of autonomy that "admit of degree"). The condition of being autonomous refers to the extent to which one in fact, given the circumstances of one's life, is self-directed. Joseph Raz gives examples of individuals who have the capacity to be autonomous but whose condition is an absence of autonomy: the man in a pit, with full capacities but no real ability to make any decision because of physical constraints, and the hounded woman, who is trapped on an island with a beast and whose entire capabilities are focused on staying alive. Id. at 373-74.

33 The problem that the work on autonomy in context tries to deal with is something like this: In order for a person to have meaningful control over how her life goes, we must assume that the world is largely deterministic—that is, that effect follows cause predictably. If this is not the case, then it is difficult to see how a person's decisions or choices will be translated into actions and states of the world. If, however, we believe in a deterministic world, then the question arises: What are the causes of the individual's choices, and are those choices not themselves the effect of previous links in a causal chain? This raises the problem of the unchosen chooser—one who operates in a world deterministic enough to permit effective choices but nonetheless where free will has sufficient scope to permit self-governance. See Dworkin, Theory and Practice, supra note 29, at 11-12 (identifying structuring role of social institutions as problem in theory of autonomy); May, supra note 31, at 83-85 (distinguishing between action caused by external circumstances and action motivated by agent's assessment of circumstances); John Christman, Introduction to The Inner
autonomy, we must focus on law’s effects on the conditions that enable persons situated within a set of worldly constraints nonetheless to make their life “theirs” in some way that we find meaningful.\textsuperscript{34} Once we recognize that there cannot be a person who is perfectly “free” in the sense of unconstrained or uncaused by the decisions of others, we are left to measure the effects of law on autonomy in terms of the effect it has on the \textit{relative} role that individuals play in authoring their own lives. Third, autonomy is concerned with the relationships both between individuals’ actions and their preferences\textsuperscript{35} and between their preferences and their selves.\textsuperscript{36} A person is autonomous to the extent

\textsuperscript{34} Joseph Raz puts it succinctly: “The autonomous person is a (part) author of his own life. The ideal of personal autonomy is the vision of people controlling, to some degree, their own destiny, fashioning it through successive decisions throughout their lives.” Raz, supra note 31, at 369. Joel Feinberg speaks in terms of the “authenticity” of a person’s choices: “A person is authentic to the extent that . . . he can and does subject his opinions . . . to rational scrutiny . . . [and] can and does alter his convictions for reasons of his own . . .” Feinberg, supra note 29, at 33. He speaks of self-creation, or self-re-creation, by receiving, adopting, resisting, discarding, and reassessing one’s tastes, convictions, and goals. Id. at 33-35.

\textsuperscript{35} By “preferences,” I mean to refer to long-term goals or purposes and moral, ethical, and intellectual principles, as well as short-term desires.

\textsuperscript{36} Harry G. Frankfurt and Gerald Dworkin have made the starkest statements of this conception of autonomy based on a bifurcated conception of the self, as though there is “a self” and a set of desires that either do, or do not, “belong” to that self. Dworkin, Theory and Practice, supra note 29, at 15; Harry G. Frankfurt, Freedom of the Will and the Concept of a Person, 68 J. Phil. 5 (1971). The internal coherence of an attempt to define two and only two layers, whose conformity makes a decision “autonomous,” has been criticized seriously. In particular, there seems no reason to treat the second layer as “really” the self, not itself subject to critical review from yet a deeper level of self. See Chrsitman, supra note 33, at 6-12 (noting that preferences can be result of conditions that are not consistent with autonomy, such as coercion and manipulation); Wolf, supra note 33, at 51-52 (noting that concept of multilayered self “seems only to have pushed the problem further back”). Recognizing this weakness, I nonetheless use in the text a construction that relies on this “deep self” type of analysis, because it separates out two types of constraints that can operate to mar a person’s control over his life. The first are constraints that separate a person’s actions in the world from that person’s purposes, principles, policies, and preferences (Ps). The second are constraints that make the adoption of those Ps such that we would not want to treat them as having been adopted by the individual. Particularly in information law, and in questions of cultural policy, we are constantly faced with how Ps are formed, and to lose the ability clearly to differentiate between nonautonomous adoption of Ps and nonautonomous action would render the value of autonomy significantly less useful to analyze questions of information law and policy. I therefore retain the construction, but, as one sees a little later in the text, I suggest that we use a device called “the empathetic observer” to judge whether preferences are or are not autonomously chosen,
that her actions accord with her preferences and to the extent that
those preferences can be said to be the product of her own choice.
Failures in autonomy—both as a condition and as a capacity—can oc-
cur either in the disconnection between actions and preferences,\(^{37}\) or
in the disconnection between preferences and self.\(^{38}\)

Failure of autonomy may be rooted in both internal and external
sources of constraint on an individual's capacity to author her life. In-
ternal constraints fall into two broad categories: failure of threshold
capacity and failure of will.\(^{39}\) The former relates to the absence of a
person's minimal capacity to adopt goals, preferences, or values, or to
relate such goals, assuming she has them, to possible courses of action.
These are the kinds of constraints that generally would fall under the
notion of competence and that we assume, both as an empirical mat-
ter and as an ascription that guides liberal lawmaking, do not con-
strain most adults.\(^{40}\) Failure of will relates to the failures of a person

and by this device I attempt to limit the problem of the deep self to one of normative
evaluation of consequences and not to deal with the fundamental point about the makeup
of the self in some metaphysical sense.

\(^{37}\) Disconnects here can take the form of failures of will or failures of competency, as
well as physical coercion that externally prevents action on preferences. Raz deals with
such disconnects in his discussion of basic capacity and in his discussion of independence.
Raz, supra note 31, at 372-73, 377-78. Feinberg treats such disconnects under the rubrics of
self-possession and self-control. Feinberg, supra note 29, at 32 (self-possession), 40-42
(self-control).

\(^{38}\) This is the trickiest notion to explain. If one uses, at least provisionally, the bifur-
cated self-conception, see supra note 36, the problem can be stated, in Dworkin's words, as
"procedural independence"—the absence of external manipulation of one's second-order
preferences. Dworkin, Theory and Practice, supra note 29, at 16. In other words, if one's
actions are to be autonomous, one's second-order preferences (those that represent the
real "self," those we would properly want to attribute to the individual, in my formulation)
must be adopted without external intervention, specifically, without what Raz calls manip-
ulation. Raz, supra note 31, at 377-78. Feinberg seems to be focusing on the same problem
when he speaks of "authenticity" and moral independence. Feinberg, supra note
29, at 32-33, 36-39.

\(^{39}\) Feinberg identified the duality of meaning with which the term "capacity" is used in
connection with autonomy. He explained that in some contexts we use the term to mean
something like "competence," a minimal threshold level necessary and sufficient to give
one a moral and legal claim to be ascribed a right of self-governance. Feinberg, supra note
29, at 28. Failures of threshold capacity, understood in these terms, relate to instances
relatively rare in adults that usually would fall into what we would treat as mental incom-
petence. Id. Raz, for example, speaks of "minimum rationality, the ability to comprehend
the means required to realize [one's] goals, the mental faculties necessary to plan actions,
etc." Raz, supra note 31, at 373. The second meaning of "capacity" for self-governance
admits of degree. Greater capacity for self-governance (wisdom, foresight, etc.) improves
one's actual ability to govern one's life. See Feinberg, supra note 29, at 30.

\(^{40}\) The question of whether one should look beyond this minimal threshold capacity or
not is precisely the dividing line between what Fallon usefully denoted ascriptive and de-
scriptive autonomy. See supra note 32. Ascriptive autonomy, generally speaking, refers to
the conviction that, once a person has minimal threshold capacities, we must avoid patern-
alism and micromanagement of his or her life by refusing to look beyond that threshold
to use her capacity for autonomy or to live by her choices. A person who has a capacity for choice but drifts through life without exercising it is suffering from a failure of will that prevents her from leading an autonomous life. Similarly, the person who has adopted goals and made choices, but then does not conform her actions to those choices (say, continuing to smoke after deciding to stop) suffers from a failure of autonomy of an internal sort.\textsuperscript{41}

Internal constraints on autonomy could be the subject of state intervention. For example, the determination of legal competence is based on the presence of minimal capacity for self-direction.\textsuperscript{42} A determination of incompetence in civil contexts is the most explicit instance of law finding an absence of autonomy in one individual and therefore displacing that individual's failed will with the guardianship of another. Also, compulsory education can be understood as a means of helping children move from the absence to the presence of capacity. Compulsory education is a very important instance of law interacting with autonomy: actively fostering autonomy's conditions by combating the individual's own limitations. This is justified in our minds because we generally consider children to be on their way to becoming autonomous adults, rather than already being fully autonomous individuals. For reasons that I will explain in Part I.C, I do not propose that in the context of information policy we attempt to address internal constraints of this type.

External constraints also fall into two broad categories: those that separate a person's purposes, principles, policies, and preferences (Ps) from her actions and those that we would treat as "separating" a person's Ps from her "self." The scare quotes acknowledge the conceptual difficulty of identifying a "self" that is separated from a life history and a set of Ps. I therefore will define constraints that separate a person's Ps from her actions in the context of information policy.

---

\textsuperscript{41} This failure to conform one's behavior to one's will is referred to as "akrasia." For an accessible and schematic account of weakness of will, see May, supra note 31, at 85-94.

\textsuperscript{42} For example, the New York Mental Health Act includes in the definition of someone who is "in need of involuntary care and treatment" the requirement that the person's "judgment [be] so impaired that he is unable to understand the need for such care and treatment." N.Y. Mental HYG. Law § 9.01 (McKinney 1996). See generally Wolf, supra note 33 (discussing sanity and responsibility).
rate a person's Ps from her self as relating to the presence or absence of external interventions or constraints that, if they occur in formation of a person's Ps, would make an empathetic observer suppose that the observed person would, but for these constraints, be reluctant to retain these Ps as her own. Those who treat the value of autonomy as a one-dimensional vector—resisting laws that impose direct legal constraints on behavior—therefore lose a tremendous amount of valuable insight that our commitment to autonomy can give us in evaluating law. A thicker understanding of autonomy would relate to all

---

43 I use the notion of "empathetic observer" rather than "objective observer" because I think that what is relevant insofar as autonomy is concerned is the extent to which the individual would wish to identify with her choices. Since an individual has no external point from which to look at herself after the history that supposedly has subverted her preferences, I propose the empathetic observer as the most useful heuristic through which to measure the independence with which a person has adopted her second-order preferences.

44 This device tries to get around the problem of recursiveness that John Christman identified with an early version of Dworkin's conception of autonomy. See supra note 33. There, Dworkin identified autonomous choice with having a person's first-order preferences (a preference to smoke) comport with her second-order preferences. Dworkin, Theory and Practice, supra note 29, at 15-16 (describing earlier conception and enumerating reasons for rejecting it). For example, an autonomous person would be one who wants to be the kind of person who smokes and likes it in the face of social approbation, while a nonautonomous person would be one who wants not to want to smoke but is a captive of his nicotine addiction. Christman objected that these second-order preferences themselves only would be the person's if they met some third-order preferences about what kind of second-order preferences the person desires, etc. Christman, supra note 33, at 10. The empathetic observer introduces a historical moment for each preference of the type Dworkin had called second order, such that if the preference is adopted by the person, the empathetic observer would consider, from the point of view that empathizes with the person, whether that person, just prior to adopting the new second-order preference, would want to become the person who has that preference. Then the act of adopting the new second-order preference becomes subject to the set of second-order preferences the person has prior to adoption, and the existence of a set of second-order preferences at any given time can be said to be the consequence of autonomous choice at previous times. The problem then resolves not to successive layers of higher order preferences but rather to the accretion of choices that makes a baby born into a set of genetic, environmental, and social endowments become an autonomous adult. Raz treats this problem of identification between a person and her desires, goals, etc. under the rubric of integrity. Raz, supra note 31, at 381-85.

45 For example, while a woman's right to choose whether to become a mother or not is widely seen as concerning her autonomy, abortion opponents have succeeded in passing a number of constraints on abortion that, as a practical matter, constrain women's choices but do not do so by direct behavioral constraint. The Hyde Amendment, which is an appropriations rider inserted in various appropriations bills since 1976, see Act of Sept. 30, 1976, Pub. L. No. 94-439, § 209, 90 Stat. 1418, 1434, prevents Medicaid from paying for abortions. This, as a practical matter, is intended to deny the option to have an abortion, so that the views of the legislators, not the poor women, determine whether they become mothers or not. But as a formal matter, if one is concerned only with the minimal conception of autonomy as freedom from direct legal prohibition, the Hyde Amendment is not such a constraint. See Harris v. McRae, 448 U.S. 297, 326 (1980) (5-4 decision) (upholding constitutionality of Hyde Amendment); see also Rust v. Sullivan, 500 U.S. 173, 203 (1991)
external constraints on actions that alienate a person from her actions either by disabling her from acting on her Ps or by undermining her capacity critically to reflect on and control her preferences by reference to what she considers to be her stable, long-term commitments about how she should live her life.46

To capture some of the detailed insight that autonomy offers, one must have a clearer picture of the ways in which agents can act upon each other. Joseph Raz identified two primary forms of constraint that one person can impose on another: coercion and manipulation. A person coerces another when she reduces the other’s range of options by force. A person manipulates another when she interferes with the way that the other “reaches decisions, forms preferences, or adopts goals.”47

Either coercion or manipulation can be used to implement the first category of external constraint—separating a person from her actions. In other words, a person can be prevented from acting on her preferences either by coercion—whether through law or by force without authority—or by manipulation of that person’s understanding of the relationship between her preferences and proposed courses of action.

(permitting federal law to prohibit participants in federally funded family-planning programs from communicating information about abortions); Webster v. Reprod. Health Servs., 492 U.S. 490, 499 (1989) (permitting law prohibiting use of state-level public funds or facilities to aid abortion or abortion counseling). Again, under a thin conception of autonomy, the prevention of information exchange is not itself a violation of the women’s right to choose, while under a context-sensitive understanding of autonomy there is little doubt that the law actually will deprive some women of the capacity to choose.

46 See Dworkin, Theory and Practice, supra note 29, at 12-20 (distinguishing between restraint recognized as such and restraint effective by way of deception or manipulation of subjective preferences); Feinberg, supra note 29, at 31-35 (arguing that capacity for autonomy is moot if one is unable to exercise it); id. at 37-39 (arguing that social and political mores constrain decisionmaking); Raz, supra note 31, at 373-78 (arguing that autonomy is invaded when individual lacks either independence, because of coercion or manipulation, or adequate options).

47 Raz, supra note 31, at 377-78. Raz treats coercion and manipulation as constraints on a person’s independence, which itself is part of that person’s autonomy. To differentiate independence and adequacy of options, Raz focuses on intentional coercion or manipulation as constraining independence. Id. The offense these intentional acts of another do to a person’s autonomy is not simply, or even necessarily, that they reduce the range of options open to that person below a threshold that we would consider adequate. As Raz puts it, slaves could in principle have a range of options open to them that, were they not slaves, we might have treated as an adequate capacity for autonomy. But they are not autonomous because the range of options open to them is defined by another: the slave owner. “Coercion and manipulation subject the will of one person to that of another. That violates his independence and is inconsistent with his autonomy.” Id. It is the purposeful subjection of one person to the will of another that Raz captures with his notion of independence.
But the second category of constraints—those that separate a person from her Ps—only can function through manipulation of the way that she "reaches decisions, forms preferences or adopts goals."\(^48\) This manipulation of a person's Ps is the most difficult to capture, and the most directly incongruent with interpretations of autonomy as nothing more than state nonintervention. This category includes situations where one person manipulates another to prevent him from realizing the options open to him or to subvert his process for assigning value to different options.

If we adopt an account of autonomy that takes both categories of constraint into consideration, we see that law can interfere with autonomy directly or indirectly. Law can diminish the capacity for, or condition of, autonomy of individuals even when it is not prohibiting an individual from acting on her choices or even without directly speaking to that individual at all, but speaking only to others who form the constraining context within which the individual chooses.

First, law can prohibit directly a sufficient number of actions so as to reduce a person's options to an inadequate level. Totalitarian regimes, in particular those with extensive credos about how one's personal life should be lived, like theocracies, impose laws that constrain autonomy in this sense. This is the simplest, and (for those of us fortunate enough to live in more-or-less free societies) therefore the least interesting relationship between law and autonomy.

Second, law can diminish directly a person's ability to form preferences. Most obviously this would refer to laws that control the news of the world available on television or in newspapers, or laws that prohibit or require exhibition of certain literature, aimed at constraining the range of available options that a person knows about and hence that form the basis of that person's preferences. A "don't ask, don't tell, don't pursue" policy for gays in the military\(^49\) is an example of a state's retreat from its attempt to control autonomy by direct prohibition in exchange for the agreement of those previously regulated to

\(^{48}\) Id.


It is the sense of Congress that—

(1) the suspension of questioning concerning homosexuality as part of the processing of individuals for accession into the Armed Forces under the interim policy of January 29, 1993, should be continued, but the Secretary of Defense may reinstate that questioning with such questions or such revised questions as he considers appropriate if the Secretary determines that it is necessary to do so in order to effectuate the policy set forth in section 654 of title 10, United States Code, as added by subsection (a) . . . .).
refrain from "infecting" their environment by informing others about life choices disapproved by the government. What is important to see is that such a policy does not only harm the expressive liberty of military personnel who are gay. It also suppresses information about the option of being gay and a well-adjusted, robust person from the range of options generally perceived by all members of society. It is not solely an infringement of the autonomy of those who know that homosexuality is a way of life open to them.\(^{50}\) It is an infringement of the autonomy of those who have no conception that such a life could be their own.\(^{51}\)

Third, law can give some people power to control the actions of other people—say, parents over their children. And a law can give some people power over the will formation processes of other people—say, Amish elders who remove their children from public school exactly at the age when they believe that education would most influence their children's preference-formation process and make them more able and likely to choose a life other than as members of their community.

This third type of effect that law can have on autonomy is the least studied and most complicated for two reasons. First, it can present situations where law is adversely affecting the autonomy of people whom it does not even address. Second, at least sometimes, the law actually can be seen as enhancing the autonomy of some people (such as Amish parents) while being blind to the costs it imposes on the autonomy of others (such as Amish children).

Before considering how recognition of the ways in which law can affect autonomy can be translated into an evaluative tool for information law, however, we need to understand the role of information in autonomous choice and the role of information law in control over information. To do so, I will start Part I.B by restating Wisconsin v.\(^{50}\)

\(^{50}\) Although it is, obviously, most directly an imposition on the option of being openly gay.

\(^{51}\) I do not, and need not, take a position on the question of whether sexual orientation is chosen or genetically determined. See generally Katrina C. Rose, The Gay Gene: The Key to Dismantling Laws Which Criminalize Consensual Sexual Activity or the Precursor to a New Wave of Good Ol' All-American Eugenics?, 3 U.S.F. J.L. & Soc. Challenges 57 (1999) (arguing that proof or lack of proof of genetic basis of homosexuality would not be determinative of legal status of homosexuals). Presumably, even if sexual orientation is genetically determined, individuals can, for example, choose whether to live life as sexually fulfilled individuals or as sexually frustrated but devout members of a church that prohibits homosexual relations. Or they can decide to attempt to cultivate a taste for homosexual relations despite the absence of genetic predisposition. The point is that our choices are all made within a life structured by genetic endowment, and the question is what type of information we have about the ways we might live given a set of constraints of this sort.
Yoder as a case about information law—law that shapes the way information flows in society. I then will outline how the relationship between law and autonomy, and that between autonomy and information, suggests an approach to evaluating information law in terms of autonomy.

B. Information and Autonomy for Context-Bound Individuals

To flesh out the effect law can have on autonomy by structuring the information environment within which individuals adopt their preferences and choose their courses of action, I offer here a highly stylized description of Wisconsin v. Yoder. Before going any further, however, I should make clear that I do not necessarily think that Yoder was wrongly decided, that parents should not be the presumptive best guardians for their children, or that Elián should have stayed with “the Miami relatives.” I use this case as an illustration despite the confounding factor that it involves parents and children, because in the stylized manner that I present it here it provides the clearest illustration of a legal decision that controls the information environment within which people plan their lives. In Part II, I undertake the laborious task of explaining why extensive privatization of information resources and communications facilities affects the autonomy of users in a manner that parallels the effects of the exemption from truancy on the autonomy of Amish children (without the mitigating factor that it is parents whom law enables to control the information environment of others: their children). But here I use the simplified facts of Yoder to outline how laws that structure the flow of information can have effects on the autonomy of those who rely on that information to author their lives.

The case involved the application of a state truancy law to members of the Old Order Amish community in Wisconsin. At issue in particular was the application of the law to teenagers between fourteen and sixteen years of age, for the members of the Amish community did not object to lower-grade schooling, only to the extension of schooling beyond eight grades. The concern appeared to be that as children approach the age of exploration and doubt, they would be exposed to too much influence from the world outside their community, and they would be lost to their communities. The Supreme Court held that the interests of parents in directing the upbringing and education of their children outweigh the interests of the state in ex-

---

52 406 U.S. 205 (1972).
53 Id. at 207, 210-11.
54 Id. at 211-12.
tending compulsory education from eight to ten grades.\textsuperscript{55} The children's autonomy claims, raised by Justice Douglas's dissent,\textsuperscript{56} were largely excluded from the analysis, on the theory that the parents, not the children, were threatened with sanctions under the state's truancy law, and that their rights were therefore the sole relevant concern.\textsuperscript{57}

The tension between liberal public education and religious parents in general, and between liberal public education and \textit{Wisconsin v. Yoder} in particular, has been the subject of extensive commentary.\textsuperscript{58} I do not intend to contribute here to any of the debates over the justifiability of the Court's decision specifically or of our general constitutional approach to mediating the conflict between liberal education and a parental right to inculcate children in illiberal values, religious or otherwise. As throughout this Article, I do not offer here a defense of the value of autonomy. I am seeking merely to describe the effects of law on autonomy so as to enable a clear-sighted normative discussion of law that can take certain effects of law on autonomy into account. My goal is to identify some counterintuitive consequences of various information law and policy choices for those who, like me, do think autonomy to be an important value. I do not seek to persuade anyone that autonomy is important,\textsuperscript{59} much less to argue that it is more important than community, family, or religion.

We can see the case as involving three relevant agents affected by the Court's decision about truancy law: parents, children, and teachers. There are two relevant settings to the information environment: schooling or no schooling. The policy question concerns the configuration of the legal relations among the three agents and the effects of

\textsuperscript{55} Id. at 235-36.

\textsuperscript{56} See the passage from the dissent quoted at the beginning of this Article, accompanying supra note 3.

\textsuperscript{57} See the passage from the majority opinion quoted at the beginning of this Article, accompanying supra note 2.


\textsuperscript{59} The only exception would be the category of people who, at an intuitive level, might think autonomy valuable but nonetheless reject its use as a guide for action because of its vagueness or poor resolution power. For these, I hope that my pragmatic exercise of extracting an evaluation mechanism for law from a relatively thick conception of autonomy will make it a more attractive political value.
these relations on the information environment of the children. The law is of a type that leaves unchanged the universe of options practically open, as a matter of real world constraints on action, to fourteen-year-old children of Amish parents. This universe includes whatever options for action are feasible and legal for them to pursue, if they had perfect knowledge of these options and the steps they would have to take to pursue them. What the law changes is the universe of perceived options—the universe of ways of living that the children know about and can adopt as their own. And it does so by changing the controller of the information environment within which the children spend early adolescence.

A refusal to provide an exemption from the truancy law will make the teachers one source of information for the children. By virtue of their training and curricular obligations, the teachers will provide access to the children to a set of options for life and to the initial knowledge and learning tools necessary to pursue these various options. This will not preclude the parents from exercising their influence over the children, but it will significantly limit the time they spend with their children or their control over their children's information environment, and hence it will decrease their relative role in defining the information environment within which their children choose. Specifically, what they teach their children will come to represent one option among a number of options, some of which teachers might advocate strongly, rather than the entire universe of options open to the children. This exposure, in turn, degrades the quality of the children's information environment from the perspective of parents who think there is only one true path.60

The difference in the relative location of parents and teachers vis-à-vis the children's information environment is represented in Figures 1 and 2 below. In these figures the parents and the teachers are represented as filters between the children and the range of options that would have been practically open to them had they had perfect information. This representation assumes that the children's entire information environment is made up of information they receive either from their parents or from their teachers, which is obviously a radical oversimplification. But it does isolate the specific policy choice implicated in the decision about whether or not to exempt members of the Old Order Amish community from truancy laws.

In Figure 1, what we see is that the parents provide the information about the alternative of living life as members of the Old Order

---

60 See Stolzenberg, supra note 58, at 588 (citing argument that children's exposure to liberal doctrine interfered with parents' ability to teach fundamentalism).
Amish community. They exclude any information that they have about other alternatives and do not convey it to the children. The teachers, however, presumably have little or no information about that option but present the children with varied other alternatives. In Figure 2, the parents, interjected between the information transmitted by the teachers in Figure 1, decide whether or not to let the information through. This reflects that they have the power to make a relatively crude choice—either school or no school—with which they can turn on or off the entire flow of information from the teachers to the students. The choice of the parents not to send their children to school excludes all options from the view of the children, except the one option that the parents have chosen for their children: becoming adult members of the Old Order Amish community.

What the figures represent is that there are two independent effects that the legal choice about an exemption from truancy laws has on the children's autonomy. The first has to do with the range of options known by the children to be available to them. This is the less complicated aspect of the analysis. The strong truancy law exposes the children to many more options, without removing from them the option of living as members of the Old Order Amish community. It is true, however, that the value of that option to them might change, because they have been exposed to differing perceptions, all of which
presumably place a lower value on the option of being a member of that community than do the parents. This demonstrates that a commitment to autonomy is not costless. Autonomy may be acquired at the expense of community, or solidarity, or spiritual peace. But my goal, as I have said before, is not to defend autonomy as the primary value to be embraced by law. It is only to identify how law affects this value.

Children who grow up with knowledge of a wide variety of options for living, and with the capacity to value different options, will have a greater role in selecting the option they will pursue as adults than children who know no other option. The adult who was an Amish child and who stays in the community after exposure to alternatives has done so more autonomously than one who lives the same life never having been exposed to other options. The difference between the two may be irrelevant from the perspective of the values of the Old Order Amish community. It does not make the former a better member of the Amish community. It simply makes that member more autonomous, and to think that this makes him better off is a decidedly liberal valuation. However, when a liberal legal system chooses between two laws, one that makes members of the Old Order Amish community more autonomous and another that makes them less autonomous, the former law can be said to be supported by that
system's normative commitment to personal autonomy. If the latter is chosen nonetheless, it must be chosen for another reason, be it a pluralist commitment to tolerate even intolerant minorities or some form of communitarianism or, more specifically, respect for religion or family.61

The second implication for autonomy has to do with the role that the law gives parents in shaping their children's lives. This point is distinct from the point about the effects the law has on the adequacy of the range of options likely to be available to the children of the Old Order Amish community. It is a point about the fact that the legal decision makes one class of individuals—children—the object of the agency of another class of individuals—parents. The problem from the perspective of autonomy is that giving parents the exemption from the truancy law violates the autonomy of children by making their lives the object of manipulation or control by parents.

To illustrate this effect, we can start with a simple model, one that has only two agents. So let us exclude the teachers by imagining Wisconsin schools as a successfully value-neutral system, run according to a statewide liberal curriculum aimed at providing basic skills and exposing children to the wide variety of ways of living open to individuals in the United States in the twenty-first century. Now, if you look at Figure 2 again, you see that the exemption from truancy laws has the following effect. There is a universe of options actually, practically open to fourteen-year-old children from Wisconsin. Parents are put in the position of obscuring the availability of these options in order to increase the likelihood that their children will choose a particular form of life—the life that the parents would rather that the children have. From the perspective of autonomy, the problem with the law is that it predictably lets one group of people exert control over the lives of another group of people to make those others live a life that conforms to the first group's preferences. This concern is distinct from the adequacy of the range of options. It is about not designing law such that it makes one person's life the object of another's choices.

Now, you will say, the parent-child relationship is different. Before going into what might be a plausible autonomy-based claim for that difference, let's first consider the possibility that the parental

61 See Richards, supra note 28, at 150-58, 162 (discussing education and arguing for primacy of religious toleration in constitutional interpretation); Stolzenberg, supra note 58, at 634-39 (discussing Yoder decision to validate Amish cultural autonomy as opposed to individual autonomy).
rights descendant from Pierce v. Society of Sisters\textsuperscript{62} are an implementation of the parent's autonomy. For such a claim to be true, it would have to be true that when parents choose for their children, they are engaged in an act of self-governance. To make such a claim coherent, the children must be treated as nonpersons, as mere appendages of their parents. If they are treated as persons, but with a limited capacity for rational self-direction, then the autonomy-focused inquiry has to be one of stewardship—who will best lead the children to become self-governing individuals. But then the claim for parents' rights has to be instrumental and derivative. It would have to explain why they, rather than anyone else, would be the best stewards (which they usually are, presumably, if for no other reason than love and familiarity). But then the right is not about the parents' autonomy at all.

An autonomy-based parental guidance right must treat the children, not the parents, as the subjects. As a practical matter, this would require that parental control be the presumptive default provision for the guidance of children, one subject to challenge by facts that show that the parents are weakening the capacity of their children to become autonomous adults. Any other claims based on the centrality of raising children and family to the parents' life cannot relate to the parents' autonomy. It might be a communitarian appeal to the centrality of connectedness to well-being. If it is about autonomy at all, it might relate to the well-being of parents as autonomous agents, which depends upon their success in carrying out life plans they conceived for themselves, including their plans for family and children.\textsuperscript{63} But recognizing a parent's direct individual right to control the education of children under these circumstances trades off the children's capacity for autonomy against the parents' success or happiness. It is hard to see how one could defend in terms of autonomy aiding the well-being of one autonomous agent by constraining another to follow a life plan laid by the former.\textsuperscript{64}

\textsuperscript{62} 268 U.S. 510, 534-35 (1925) (recognizing parental right to direct children's schooling). For a recent example of a parental rights case, see Troxel v. Granville, 120 S. Ct. 2054, 2065 (2000) (holding that parent has right to deny visitation to grandparents).

\textsuperscript{63} Raz's more complete project for an autonomy-based role for the state relies heavily on the notion that the well-being of autonomous agents consists in the successful pursuit of self-chosen goals. Raz, supra note 31, at 390-95, 426. Aiding individuals in maintaining successful families on this view need not be a communitarian goal but may be one firmly rooted in autonomy. The problem that Yoder underscores is that even if the parents' rights are viewed as autonomy-loving in the sense that they help parents successfully pursue their life plans as parents, it does so by undermining the autonomy of the children.

\textsuperscript{64} Obviously a description that looks at family from the perspective of autonomy is very partial. The solipsism implied by such a conception of the family seems to fly in the face of the very idea of family, and our experiences of it. But the point here is to try to understand what a consistent position on autonomy would have to say about Yoder, not
This conception of the parents' right as derivative of the children's interest in leading an autonomous life can guide our analysis of the more realistic situation in which law must choose who will control the information environment of children, rather than whether anyone will. Recall that the two-agent model was a simplification. The three-agent model includes teachers, and the legislature or court is required to select which combination of two possible actors will play the role of educator—presenter of perceptions of what the world can and ought to be like for these children. One important set of reasons for recognizing parents' rights might be that parents want the best for their children and are the best people in an imperfect universe to be the editors of the children's perception of the world. This obviously would be supported if, for example, one thought that teachers were bad educators or abused their position to try to make children in their own image. But it would be undermined if we saw parents, rather than teachers, as those who constrain the capacity of their children to perceive and evaluate the range of options open to them or who affirmatively seek to control their children's lives.

The point is that to the extent one is concerned with autonomy, some regulatory choices will present themselves without the option of having no one control the information environment of some group of interest-bearers, as in the hypothetical two-agent model. Sometimes regulatory choices will require a choice among different configurations of control over the flow of information around a given group of subjects, and the choice will be among various potential bearers of the power to control that information environment. At that point, predictions about how these putative controllers will use their power matter. In particular, constraints on how these candidates can perform the role of information controllers are relevant—whether these constraints are imposed by law or by organizational or social practices. If, as a matter of prediction, teachers are likely to use their control over children's access to information to expose them to more options and to present these options as equally valid, while parents are likely to use this power to try to shape their kids' lives, then a law will better serve autonomy by requiring school attendance than by permitting exemptions from the truancy laws.

The rather abstracted construction of *Wisconsin v. Yoder* that I offer here underscores two aspects of the relationship between information law and autonomy. First, laws that affect control over infor-
information flows can make some people the objects of the choices of others. Where a law has the effect of placing one group of people in a position to control the flow of information to another, this law conflicts with the autonomy of those placed under the control of others. The gain in control experienced by some over the information environment of others does not represent a parallel gain in autonomy. Second, such laws sometimes can increase or decrease predictably the range of options open to certain groups of individuals, without affecting the range of options seen by others. When a law does so to an extent that significantly diminishes the adequacy of the range of options seen by the affected group, it decreases the capacity for, and condition of, autonomy of that group.

Where law must select among different competing configurations of control over information flows, each of which will have the consequence that at least one class of individuals will be subject to the control of some other group, then a commitment to autonomy requires sensitivity to the likely differing uses that the controllers selected will make of their control. A commitment to autonomy would prefer controllers who are less likely to use, or are by law constrained from using, their position as controllers of the information environment of others to shape the life choices of those others. In the Yoder framework, the commitment to autonomy might prefer teachers over parents, if the state educational system gave one confidence that the children's autonomous choices, rather than the teachers' preferences, were more likely to be facilitated by the schooling. Later in this Article, I will compare unrestricted property, common carriage, government ownership, commons, and open spectrum access as alternative policies for communications infrastructure regulation in precisely these terms.\textsuperscript{65} Again, nothing I have said here argues that Yoder was wrongly decided, all things considered. But in analyzing the parents' rights without reference to the effects of their guardianship on the autonomy of their children, the Court decided to sacrifice the value of personal autonomy in the service of some other value. What is most important for our purposes is to understand how the legal design of the relative roles that parents and teachers play with respect to the children's information environment structured and constrained the autonomy of the children.

\textsuperscript{65} See infra Part II.B.
C. Delimiting the Province of Autonomy in Shaping Information Law

It is quite possible to imagine an agenda for lawmaking that is sensitive to all the effects of law on autonomy. Such a therapeutic agenda would seek to help people overcome their internal as well as external constraints on autonomy. This would entail regulation that aids people in learning about their options and that binds them to choices that they make once they make them. The problem with this kind of agenda is that it is precisely the kind that most directly invokes concerns over paternalism and an overbearing state. For example, laws that impose a waiting period between obtaining a marriage license and marrying, or between seeking an abortion and receiving treatment, could be understood as laws that assume a potential failure of competence or will. They seek to cure that failure through the legally imposed cooling-off period. In doing so, such laws raise most directly and seriously the concerns of those who suggest that regulating in aid of autonomy is an oxymoron. I am not at all sure that some such agenda would in fact be inconsistent with a thick, context-based conception of autonomy. But my aim here is to propose an evaluative approach useful to as many autonomy lovers as possible, including those whose intuitions lean towards an ascriptive conception of autonomy. Pursuing a therapeutic agenda would scuttle that enterprise.

One need not adopt a therapeutic agenda, however, to derive quite significant guidelines for lawmaking out of a concern for the autonomy of people who live in the context of others. These guidelines would go far beyond the minimalist treatment of autonomy as government nonintervention. And they must, because government nonintervention per se has nothing to do with personal autonomy. Personal autonomy is concerned with evaluation of the degree to which a person can be the author of her life, all constraints considered. The source of constraint is less important than its effect on the role an individual plays in the making of her life. From this perspective, it is important that someone other than the individual is making her life for her, rather than that someone is a government agent.

We cannot say that government-imposed prohibitions on action are systematically the only external constraint, or even the most rele-
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66 E.g., Fried, supra note 28, at 234-37; Post, Meiklejohn's Mistake, supra note 28, at 1120-23.
67 Raz is the philosopher who comes closest to suggesting an agenda aimed at attaining the inner, as well as outer, conditions of autonomy, though within bounds that prohibit an attempt to "force" people to be autonomous. Raz, supra note 31, at 420-29.
vant or easily remedied constraint on personal autonomy. Nor can we say that autonomy is implicated only by external constraints that can be traced to lawmaking by the state. That would be to ignore the harm to autonomy caused by the other individuals who hold power over one's life. The physician-patient relationship, for example, has been a particularly fruitful arena in which autonomy has been examined as being respected or compromised by the structure of interpersonal relations.68

Once one understands that the personal autonomy of one person, in principle, can be enhanced or constrained by the actions of other individuals who are not state actors, evaluating law in terms of autonomy requires more than an examination of the direct constraints it places on the individual choice of its subjects. Law can affect the conditions that make some people more autonomous or others less so. It may alter the range of options perceivable by some people, and, most importantly, it may give some people the power to act upon the autonomy of others. There is nothing paternalistic about considering all the effects of law on the constraints that individuals face in their pursuit to control their own lives. It does not demean people to recognize that they act within a set of constraints. Indeed, it is respect for people's actual capacity to be autonomous in the presence of so many constraints that requires law to refrain from unnecessarily impeding that capacity, whatever the mechanism by which law's rules are implemented as a constraint on individual choice.

I suggest that we focus autonomy-based evaluation of law on two primary types of effects that law can have on personal autonomy. The first type is specifically concerned with the relative capacity of some people systematically to constrain the actions or shape the preferences of others. A law that systematically gives some people the power to shape the preferences of, or options open to, others, is a law that harms autonomy. Government regulation that attempts to shape its subjects' lives is a special case of this more general concern. This concern is in some measure quantitative, in the sense that a greater degree of control to which one is subject is a greater offense to autonomy. But, more fundamentally, it is a concern about according

---

autonomous agents equal dignity. A law that systematically makes one person susceptible to the control of another offends the autonomy of the former, even if we predict that the number of choices that the putative controller will affect is quite small. The reason for this qualitative concern is that the law has created the conditions for one person to act upon another as an object. This is the nonpragmatic offense to autonomy committed by abortion regulations upheld in Planned Parenthood v. Casey—such as requirements that women who seek abortions listen to lectures designed to dissuade them—justified by the plurality there by asserting that the state’s interest in the potential life of a child trumps the autonomy of the pregnant woman.

The second type of effect that law can have on autonomy is to reduce significantly the range and variety of options open to people in society generally, or to classes of people. This is different from the concern with government intervention generally, because it is a question that is not focused on whether the state prohibits these options, only whether the effect of the law is to remove options. Whether this effect is through prohibition or through a set of predictable or ex post observable behavioral adaptations among individuals and organizations that as a practical matter remove these options is less important. I do not mean to argue for the imposition of restraints, in the name of autonomy, on any lawmaking that results in a removal of any option, irrespective of the quantity and variety of options still open. Rather, I wish to raise the autonomy concern implicated by laws that systematically and significantly reduce the number, and more importantly impoverish the variety, of options open to people in the society for which the law is passed.

When I speak of number and variety I am suggesting two dimensions of effect on the options open to an individual. The first is quantitative. For an individual to author her own life, she must have a significant set of options from which to choose; otherwise it is the choice set—or whoever, if anyone, made it so—and not the individual, that is governing her life. If one holds the position that more choices are always better, from the individual’s perspective, then one might be tempted to think that reduction in choices always conflicts with autonomy. One might think, however, that beyond an adequate range of options, more options are unnecessary to sustain autonomy, or even

---

70 Id. at 872-73, 877-78. Note that this aspect of the decision applies to a stage of previability, hence before, at least within the Roe framework, the fetus is seen as having any independent claims as a person. The conflict is perceived as between an actual person's autonomy—the woman's—and society's interest in the possibility of the creation of a new life. Autonomy here is implicated only for the woman who is subject to regulation.
may undermine it. Gerald Dworkin, for example, suggests that beyond some level more choices actually might harm an autonomous person by, among other things, increasing decision costs, creating a sense of responsibility and obligation, and sometimes heightening social pressures to conform.  

Joseph Raz explains that a diverse choice set is necessary for autonomy, but his argument suggests that beyond a certain threshold, increases or decreases in the quantity of available choices, and in particular the availability of any specific given option, do not significantly implicate autonomy.

More interesting, especially in a nontotalitarian system of governance, is the qualitative concern with options. The options available must represent meaningfully different paths, not merely slight variations on a theme. At one level, this is just another dimension of determining whether an individual has a sufficient number of choices. Slight variations on a theme simply may not "count" as providing meaningful choices. If this were the sole meaning of "diversity," it would in effect operate as a measure of the adequacy of the quantity of options by defining theme and variations as a single option. I suggest, however, that "diversity" entails more—that it requires the availability of options in whose adoption or rejection the individual can practice critical reflection. In order to sustain the autonomy of a person born and raised in a culture, with a set of socially embedded conventions about what a good life is, one would want a choice set some of whose options represent unconventional, nonmainstream (if you will, critical) options.

If all the options one has—even if, in the purely quantitative sense, they are "adequate"—are conventional or mainstream, then one loses an important dimension of self-creation. The point is not that to be truly autonomous one necessarily must be unconventional.

---

71 Dworkin, Theory and Practice, supra note 29, at 65-78.
72 Raz, supra note 31, at 373-77, 410-11.
73 Raz expresses this in his notion of variety among options. Id. at 375. Within Dworkin's framework, the relevant measure of whether choice exists or not is having enough options to provide a sufficient opportunity for critical reflection. Dworkin, Theory and Practice, supra note 29, at 17-20.
74 This seems to me to be the import of Raz's preference for a choice between one suburban home and one city apartment over a choice among many suburban homes. He seems to suggest that he would not count a choice set populated solely by slight variations on a single theme of how to live one's life as a meaningful set of choices. Raz, supra note 31, at 375.
75 Raz states the strong position that "bad" or morally repugnant choices don't count, because to be autonomous a person must have choices among morally acceptable options, not only between good and evil. Raz, supra note 31, at 411-12. Even if one accepts the exclusion of morally repugnant options from those options that count, still there must be morally acceptable options that are critical in the sense I describe in the text.
Rather, the point is that if self-governance for an individual consists in critical reflection and re-creation by making choices over the course of his life, then some of the options open must be other than those that he would choose simply by drifting through life adopting a life plan for no reason other than that it is adopted by most others. A person who chooses a conventional life in the presence of the option to live otherwise makes that conventional life his own in a way that a person who lives a conventional life without alternative options does not.

To restate this position in the context of information law: Information law that is sensitive to its effects on autonomy must be concerned with its effects on information flow to, from, and among individuals and organizations in the regulated society. There are two primary effects of concern. First, if a law creates systematic shifts of power among groups in society so that some have a greater ability to shape the perceptions of others with regard to available options, consequences of action, or the value of preferences, then that law is suspect from an autonomy perspective. It makes the choices of some people less their own and more subject to manipulation by those to whom the law gives the power to control perceptions. Second, there is the concern with information about the range—both quantitative and qualitative—of options open to all or to some subset of individuals in society. A law that systematically and severely limits the range of options open to individuals to see is one that imposes a normative price, in terms of autonomy, for whatever value it is intended to deliver.

By limiting my focus to these two design imperatives, I hope to alleviate Robert Post’s complaint about democracy-focused discourse policy. Post identifies what he sees as a paradoxical quality: While autonomy well may be something that needs to be “achieved,” the “structures of social authority” will be designed differently depending on whether individuals are treated as autonomous or not. “From the point of view of the designer of the structure, therefore, the presence or absence of autonomy functions as an axiomatic and foundational principle.” This, in his view, dooms autonomy-sensitive information policy to failure. So long, however, that the focus of autonomy as a design principle is on securing the best possible information flow to the individual, the designer of the legal structure need not assume that individuals are not autonomous in order to serve autonomy. All the designer need assume is that individuals will not act so as to optimize the autonomy of their neighbors. Law then responds by facilitating

76 Post, Meiklejohn’s Mistake, supra note 28, at 1130-32.
77 Id. at 1131.
78 Id.
the autonomy of individuals at the expense of the ability of others to control them or by diversifying the set of options they see as open to them.

The way in which my limited focus responds to Post’s criticism of the democracy-based First Amendment scholarship suggests a possible congruence between respect for autonomy and respect for democracy in analyzing the First Amendment and information law. Understanding that autonomy is served by widespread availability of information about diverse ways of living and valuations of these ways of living goes some way toward bridging the gap between the requirements of democracy and those of autonomy as to information policy. It does so by aligning both normative commitments behind a policy preference for an information production and exchange system in which information production is widely distributed and carried out by individuals and organizations responding to diverse motivations, both commercial and noncommercial.

The commitment to an information environment where information is available from “diverse and antagonistic sources” is a long-standing commitment, repeatedly recognized by the Supreme Court in the past half century.79 Traditionally, it is a commitment that has been defended as necessitated by democracy, not by autonomy.80

---

79 The phrase “diverse and antagonistic sources” was first used in Associated Press v. United States, 326 U.S. 1, 20 (1945) (“[The First] Amendment rests on the assumption that the widest possible dissemination of information from diverse and antagonistic sources is essential to the welfare of the public, that a free press is a condition of a free society.”) and has been repeatedly cited since. See, e.g., Turner Broad. Sys., Inc. v. FCC, 520 U.S. 180, 192 (1997) (Turner II) (holding that state regulation does not violate First Amendment); Turner Broad. Sys., Inc. v. FCC, 512 U.S. 622, 663-64 (1994) (Turner I); Buckley v. Valeo, 424 U.S. 1, 48-49 (1976); Citizen Publ’g Co. v. United States, 394 U.S. 131, 139-40 (1969); N.Y. Times v. Sullivan, 376 U.S. 254, 266 (1964); see also Red Lion Broad. Co. v. FCC, 395 U.S. 367, 390 (1969) (noting First Amendment purpose of promoting “an uninhibited marketplace of ideas”).
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carry rules, cable-access channels, video common carriage, and broadcast licensing regulations are the prominent examples of requirements that implement this commitment.

What the context-based conception of autonomy does is suggest that there are areas of information law and policy in which a commitment to autonomy and a commitment to democracy support the same policy recommendations. A rule that prevents the owner of a major communications facility—say, cable—from editing all channels on the system it owns can be designed to provide outlets for small-scale producers, who cannot program an entire channel, to put on their shows. While such an access requirement traditionally has been explained in terms of democracy, it also can be explained as weakening the control the cable operator has over the information available to cable viewers. In that sense it can aid autonomy. And, to the extent that such a regulation in fact can attain the desideratum of enabling diverse and antagonistic voices to be heard, such diversity is germane not only to collective self-governance, but also to individual self-governance, or personal autonomy.

In the remainder of the Article, I will try to render concrete this analysis by exploring the consequences for autonomy of one of the most basic commitments of contemporary American information policy: the commitment to rely almost exclusively on commercial provi-


81 See Turner II, 520 U.S. at 192 (noting that must-carry rules serve interest in providing information from "diverse and antagonistic" sources); Turner I, 512 U.S. at 663 (same).

82 See Denver Area Educ. Telecomm. Consortium v. FCC, 518 U.S. 727, 762-63 (1996) (describing system of "public, private, and mixed nonprofit or governmental access managers" that can comprise "locally accountable body").


85 For regulations of this pattern, see Denver Area Educ. Telecomm. Consortium, Inc., 518 U.S. at 734 (regarding cable access); Turner I, 512 U.S. at 630-34 (regarding must-carry); see also Turner II, 520 U.S. at 189 (noting that must-carry promotes "the widespread dissemination of information from a variety of sources").

86 Turner II, 520 U.S. at 189-94 (explaining holding in terms of securing access for Americans to information and diverse expression, not necessarily correcting market failure). See generally the scholarship cited supra note 80.
sion of the infrastructure and content of our information environment. In Part II, I explain how the first step towards a purely private, market-driven information environment—the creation and expansion of private property in information and communications resources—conflicts with autonomy. I will suggest how, in particular, excessive reliance on property systematically enables some people—owners—to act upon others—users—as objects of control. In Part III, I will focus on a set of effects familiar from the media regulation literature: how concentration and commercialization affect the diversity of information available in a society. I analyze the problem, however, by looking at the range of options that autonomous individuals see as a function of the distribution of the capacity to become an information producer—a storyteller, if you will—in that society. And, because autonomy is threatened when there is homogenization of options on a large scale, I specifically will focus on decisions that tend to limit the availability of information about heterodox ways of living and that have large-scale effects, rather than incremental effects.

II
PROPERTY AND INFLUENCE

Property is usually thought to be in some measure important to autonomy: whether as a consequence of self-possession, as with Locke, or as necessary to the embodiment of the self in the world, as with Hegel and the Idealists, or to one's independence from others, as with the Jeffersonian republicans. One therefore would expect

88 Here I refer both to the German Expressivism, from Herder on, that preceded Hegel, see Charles Taylor, Hegel 13-29 (1975) (examining central currents of late eighteenth century), as well as to later English Idealism, see Thomas Hill Green, Lectures on the Principles of Political Obligation § 214 (Ann Arbor Paperbacks 1967) (1892), as well as, most obviously, to Hegel's own philosophy of property, see Jeremy Waldron, The Right to Private Property 361-63, 369-70 (1988).
that, intuitively, it would be odd to suggest that extensive property rights in information and communications facilities stand in tension with autonomy. This intuitive resistance, however, may be attenuated in the face of a number of initial observations about the context in which the privatization of information, knowledge, culture, and communications is occurring at the turn of twenty-first-century America.

First, corporations hold almost all property rights in communications facilities and most rights in information and cultural products. While it seems sensible to treat a corporation as a legal "person" for many practical purposes, it would be odd to think of such an organization as being the subject of "personal autonomy" in a normatively interesting sense. Autonomy is a value rooted in respect for the equal dignity of humans as rational beings. It is meaningless to speak of a collection of contracts and hierarchical organizational relations as being "the subject" of autonomy. Where law gives corporations "rights," say, to free speech, it is not serving autonomy. The right recognized might be very important instrumentally to democracy, or even to autonomy. If corporations undertake important investigative reporting or fund enriching cultural products, they do in fact serve democracy and perhaps the autonomy of individuals who use the products or interact with the corporation. But the very recognition of the rights is not itself an act of respecting autonomy.

Second, individuals can use information, unlike land or houses, without affecting the ability of earlier possessors to use it. To the extent that property serves autonomy by securing access to resources that its owners can use as a platform from which to shape their life plan, or upon which they can rely to sustain their independence from others, the relation between having property and having autonomy is Grow). "The struggle between capital and labor," he said, "is an unequal one at best. It is a struggle between the bones and sinews of men and dollars and cents. . . . And in that struggle, is it for this Government to stretch forth its arm to aid the strong against the weak?" Id. at 427; see also Note, Distributive Liberty: A Relational Model of Freedom, Coercion, and Property Law, 107 Harv. L. Rev. 859, 868-70 (1994) (describing efforts of National Reformers to use public lands to implement republican political economy).

90 See Baker, supra note 28, at 194-224, for the most comprehensive treatment of why profit-driven enterprises cannot claim a free speech right that is based on self-expression, but, at most, on an instrumental contribution-to-marketplace-of-ideas theory. As Justice White put it, "[t]he use of communication as a means of self-expression, self-realization, and self-fulfillment, is not at all furthered by corporate speech. It is clear that communications of profit making corporations . . . do not represent a manifestation of individual freedom . . . ." First Nat'l Bank of Boston v. Bellotti, 435 U.S. 765, 804-05 (1978) (citations omitted) (White, J., dissenting). More recently, Timothy Brennan has criticized the expansion of First Amendment protections to firms on what appears to be an ethical or moral set of assumptions, rather than purely on a utilitarian calculus, which, he suggests, is the only relevant dimension when considering rights of corporations. Brennan, supra note 10, at 796-97.
attenuated. As I explain in detail in this Part, securing access to information and communications resources to support one's autonomy can be satisfied by a sustainable commons—an absence of property claims—as well as it can be satisfied by property, if not more so. Creating property rights in information therefore does not play the role of providing the security of possession that enables self-authorship, as it might, for example, in a home, in tools, or in material resources.

What is primarily left of the autonomy-based arguments for property are those based on property as a means of controlling the extensions of one's self: the Lockean and Hegelian conceptions of property and autonomy. Again, it is important to recognize that these arguments largely are irrelevant to making moral claims in the name of communications infrastructure ownership because of the infrastructure's corporate, concentrated, commercial nature. However, it is possible to see intellectual property as respecting autonomy in a Lockean or Hegelian sense, and statements rooted in the rights to one's labor or in a romantic conception of the author's moral rights are not uncommon.

What limits the importance of this position with regard to normative evaluation of American information policy is that the basic ideological commitment of American intellectual property is actually heavily utilitarian, not Lockean or Hegelian. The Supreme Court has held consistently and unanimously that American law explicitly treats intellectual property rights in utilitarian terms, as limited monopolies granted to the extent necessary to create incentives for production.


Campbell v. Acuff-Rose Music, Inc., 510 U.S. 569, 575 (1994) (citing utilitarian purpose of copyright and delineating fair use exception for commercial parody); Feist Pub'ns, Inc. v. Rural Tel. Serv. Co., 499 U.S. 340, 349-50 (1991) (explaining that because primary objective of copyright is to promote knowledge, authors have rights to their original expressions only, not to derivative works); Graham v. John Deere Co., 363 U.S. 1, 5-6 (1966) (noting historical connection between patents and monopolies and stating that valid patents must spur innovation, advancement, or social benefit). On the aversion to monopolies
The Intellectual Property Clause itself states a utilitarian purpose: It permits grants of exclusive rights for limited times only and states its purpose as a social, not an individual, one "[t]o promote the Progress of Science and the useful Arts."\(^{94}\) In *Graham v. John Deere Co.*,\(^{95}\) the Court quoted at length Thomas Jefferson's statement that fundamentally rejects the notion of "natural rights" in one's brainchild:

"Stable ownership is the gift of social law, and is given late in the progress of society. It would be curious then, if an idea, the fugitive fermentation of an individual brain, could, of natural right, be claimed in exclusive and stable property. If nature has made any one thing less susceptible than all others of exclusive property, it is the action of the thinking power called an idea, which an individual may exclusively possess as long as he keeps it to himself; but the moment it is divulged, it forces itself into the possession of every one, and the receiver cannot dispossess himself of it. Its peculiar character, too, is that no one possesses the less, because every other possesses the whole of it. He who receives an idea from me, receives instruction himself without lessening mine; as he who lights his taper at mine, receives light without darkening me. That ideas should freely spread from one to another over the globe, for the moral and mutual instruction of man, and improvement of his condition, seems to have been peculiarly and benevolently designed by nature, when she made them, like fire, expansible over all space, without lessening their density in any point, and like the air in which we breathe, move, and have our physical being, incapable of confinement or exclusive appropriation. Inventions then cannot, in nature, be a subject of property. *Society may give an exclusive right to the profits arising from them, as an encouragement to men to pursue ideas which may produce utility, but this may or may not be done, according to the will and convenience of the society, without claim or complaint from anybody.*"\(^{96}\)

American intellectual property law has been no kinder to Hegelian rights to integrity, attribution, and withdrawal, in the form of "moral rights" of the type recognized in Europe.\(^{97}\) A Hegelian system would not treat parody that uses an owner's work to mock her as the

---


94 U.S. Const. art. 1, § 8, cl. 8.
96 Id. at 8-9 n.2 (emphasis added) (quoting Letter from Thomas Jefferson to Isaac McPherson (Aug. 1813)).
quintessence of privileged use of a work, as American law does.\textsuperscript{98} And whereas a Lockean system would recognize rights in "the facts my servant has culled,"\textsuperscript{99} our Constitution consistently requires that we refuse to recognize such rights.\textsuperscript{100}

To conclude, while an initial intuition might suggest that property supports autonomy, a brief consideration of the property laws actually considered—in communications infrastructure and intellectual property—suggests otherwise. Most of the property whose effects I analyze in the remainder of this Article is held by corporations, and support for such rights does not serve autonomy per se. Whether these rights support or undermine autonomy instrumentally is precisely the topic of Parts II and III. Property that is owned by individuals—intellectual property owned by artists—is designed institutionally in a way that serves utilitarian goals, not autonomy. Hence the property rights that are in fact recognized in the United States do not significantly serve the autonomy of the owners. The negative effect of property on autonomy that I describe here, however, persists independent of who holds the rights or how they are designed, except that the stronger or more perfect the right, the greater the autonomy deficit it imposes.

This Part explains why, despite the limited support autonomy may derive from property rights that individuals have in information products, pervasive recognition of property rights in the information environment imposes an overall cost on autonomy. I analyze the effect of these property rights on the capacity of some owners to control the flow of information to users. This effect is brought to light by comparing a regime of property rights to its opposite: a commons. Now, in many areas, a "commons" is a rare and ephemeral creature, difficult to capture and study.\textsuperscript{101} In the case of the information envi-

\textsuperscript{98} See \textit{Acuff-Rose Music}, 510 U.S. at 594 (holding that parody was fair use even where material taken was central to underlying work and where user was commercial).

\textsuperscript{99} Locke, supra note 87, at 289 (treating as "mine" "the Turfs my Servant has cut").


\textsuperscript{101} See, e.g., Carol Rose, \textit{The Comedy of the Commons: Custom, Commerce, and Inherently Public Property, 53 U. Chi. L. Rev.} 711 (1986) (reviewing commons in shores and waterways, highways and maypoles); cf. Elinor Ostrom, \textit{Governing the Commons: The Evolution of Institutions for Collective Action} (1990) (studying various common property regimes in irrigation systems and pasturelands, among others, which are not actually commons but rather commonly held property).
enronment there is one tremendously ubiquitous and useful commons: the public domain in information, wherein all pieces of information, or uses of them, are generally privileged to all.\textsuperscript{102} I will return to that great commons later in this Part. But the analysis starts with another commons, a commons in a ubiquitous form of physical infrastructure for communications: the radio frequency spectrum.

A. Autonomy and Property in Communications Infrastructure

One of the more surprising (and obscure) effects of digital technology is that it makes possible the use of a spectrum to sustain a physical communications infrastructure on a commons model.\textsuperscript{103} I have explained elsewhere the basic technical and economic reasons to think that it has become feasible to provide high-speed data-network access to large numbers of end-users (more or less everyone) using wireless multiplexing techniques over license-free, unowned spectrum—in effect, over a spectrum commons.\textsuperscript{104} As best we can foresee, these networks will not supplant absolutely owned wired and wireless networks in delivering real time communications with assured quality of service. They will enable, however, a wide range of uses, from Internet access to online games, overnight (or during dinner) delivery of video on demand, and, potentially, local nonessential video conferencing among friends or for town hall meetings. The practical plausibility of attaining these conditions is contested.\textsuperscript{105} But my purpose here is

\textsuperscript{102} I use this rather nontraditional definition of "public domain," which includes generally applicable privileges that are affirmative defenses to copyright and similar intellectual property claims, as well as initial constraints on copyrightability or protection, which is the more technically traditional definition of the public domain. I have defended this definition more extensively in Benkler, supra note 12, at 360-64, and only note here that this broader definition is intended to capture the range of uses of information generally perceived by users as open for them, glossing over the (important) mechanics of how the privilege is asserted when a case is brought.


not to defend this plausibility but to use its possibility to motivate and give shape to an exploration of the role that property rights in the resources necessary to acquire, produce, and exchange information play in relation to autonomy.

What I will do in this Part is to work through the problem of how law—in this case, property law in core communications infrastructure—affects the relative ability of actors in a society to exert control over each other's information environment and thereby to act upon these others as objects, violating their autonomy as subjects. I begin with the autonomy implications of two opposing approaches to regulating control or ownership over communications infrastructure: a commons and an idealized property regime. In Part II.B, I also will consider other potential attenuations of a pure private property approach to infrastructure provision, in particular common carriage and Noam's open-access spectrum proposal.

A resource, in our case communications infrastructure, is a commons, or unowned, if anyone is equally privileged to use it, and no one has a right to prevent anyone else from using it. To simplify, let's assume that the pure case of "ownership" is Blackstone's "sole and despotic dominion," expressed as an unconstrained right of the owner to exclude anyone from using her owned infrastructure or to condition use of the infrastructure as she chooses.

Imagine a world with four agents, A, B, C, and D, connected to each other by a communications network. Each component, or route, of the network could be owned or unowned. If all components are unowned, each agent has an equal privilege to use any component of the network to communicate with any other. If all components are owned, the owner of any network component can deny to any other agent use of that network component to communicate with anyone else.

In this simple model, if the network is unowned, then for any communication all that is required is a willing sender and a willing

---

106 This is different from common property resources, like irrigation districts or logging forests jointly owned by villages, in that there is no "group" as to which the resource is a commons but which holds the resource in common, as though it were an owner, vis-à-vis the rest of the world. See Ostrom, supra note 101, at 91-92.

107 Blackstone defined property as the "sole and despotic dominion which one man claims and exercises over external things of the world, in total exclusion of the right of any other individual in the universe." 2 William Blackstone, Commentaries 62.
recipient.\textsuperscript{108} No third agent gets a say as to whether any other pair will communicate with each other. Each agent determines independently of the others whether to participate in a communicative exchange, and communication occurs whenever all its participants, \textit{and only they}, agree to communicate with each other. For example, say that A wishes to alter his information environment by exchanging information with B. A can do so, so long as his wish need not be implemented by altering B's information environment without B's consent. In other words, the only person who has a right to prevent A from receiving information from or sending information to B is B, in the exercise of B's own autonomous choice whether to change her information environment. Under these conditions, neither A nor B is subject to control of her information environment by others, except where such control results from denial to her of her capacity to control the information environment of another.

If all network components are owned, on the other hand, then for any communication there must be a willing sender, a willing recipient, and a willing infrastructure owner.\textsuperscript{109} In a pure property regime, infrastructure owners have a say over whether, and the conditions under

\textsuperscript{108} The extent to which the recipient can accept or reject transmissions is of course important in evaluating the extent to which a system, property- or commons-based, serves autonomy. A system that permits one participant to control whether the other's reception medium is "on" is an extreme case of interference with the autonomy of another and would be an independent concern for autonomy. The feature of the Web that makes users transmit information about themselves as they move around in the digital environment arouses deep and widespread resentment of such practices of information collection.

\textsuperscript{109} Where a participant in the communication is also an owner of infrastructure we have a collapse back to two parties, and that is an example of the autonomy-loving effects of property ownership—the owner has the independence to act free of the decisionmaking power of others. See supra note 89 (describing republican conception of relationship between property and independence).
which, others in their society will communicate with each other. It is precisely the power to prevent others from communicating that makes infrastructure ownership a valuable enterprise: One can charge for granting one’s permission to communicate. For example, imagine that D owns all lines connecting the ADB triangle, and C owns both lines AC and BC. A wishes to change his information environment just as in the preceding paragraph. Now, in addition to B, either C or D also must consent. So now there are two types of constraints imposed on A. The first, as before, is a constraint imposed by the autonomy principle itself: A cannot change B’s information environment (by exchanging information with her) without B’s consent. The second constraint is that A must persuade an owner of whatever carriage medium connects A to B to permit A and B to communicate. The communication is not sent to or from C or D. It does not change C or D’s information environment, and A has no intention that it do so. C and D’s ability to consent or withhold consent is not based on the autonomy principle. It is based, instead, on a consequentialist calculus: namely, that creating such property rights in infrastructure will lead to the right incentives for the deployment of infrastructure necessary for A and B to communicate in the first place.

Imagine for illustrative purposes that D owns the entire infrastructure. If A wants to get information from B or to communicate to C in order to persuade C to act in a way that is beneficial to A, A needs D’s permission. D may grant or withhold permission and may do so either for a fee or upon the imposition of conditions on the communication. For example, D might require that A and C listen to a promotional message or follow a specified etiquette (say, an acceptable use policy). I will refer to the nonprice requirements as “influence exactions.” These might take the form of relatively ubiquitous requirements to view a sexy smoker or a gorgeous model leaning over a new car. In other words, they might include messages that seek to alter the recipient’s preferences by means other than appeal to rational extension or alteration based on the recipient’s preferences immediately prior to receiving the message.110 Note that it is D’s

110 A number of colleagues have questioned the inclusion of nonrational persuasion as a means of subverting autonomy. The argument is roughly this: We all use some combination of rational and emotional appeal in all our arguments. If we were to try to build an understanding of autonomy such that it is violated by anyone who uses rhetoric, the result would be a very fragile, and in this sense unattractive, understanding of autonomy.

My response to this valuable critique takes two forms. First, substantively, I do think that to the extent that we believe rhetoric will move a person to act in a way that they would not have acted on rational persuasion alone, we are attempting to move them to act in a way that is authored by us as rational beings, not by them. That human conversation is suffused with such attempts by people to manipulate each other does not negate the value...
ownership of the communications infrastructure, not her rhetorical or seductive power, that has given her the opportunity to affect the agenda of her users, including those who have no interest in communicating with her. Other influence exactions may include requirements that only "clean" language be used or that only certain topics be discussed. These are the kinds of constraints broadcast media traditionally placed on programmers and viewers.

Most importantly, if D believes that it is to her advantage to prevent A and C from communicating with each other, or to expose A to the communications of only some, but not all, members of society, property gives D the power to shape A's information environment by selectively exposing A to communications by others.\textsuperscript{111} Most commonly we might see this where D decides that B will pay more if all infrastructure is devoted to permitting B to communicate her information to A and C, rather than any of it used to convey A's statements to C. D might then refuse to carry A's message to C and permit only B to communicate to A and C. The point is that from A's perspective, A is dependent upon D's decisions as to what information can be carried on the infrastructure, among whom, and in what directions. To the

of autonomy or its importance to our well-being. If we find unattractive the picture of people swayed to action more often by seduction than persuasion, it is because we value autonomy and rational choice more than we do action based on nonrational factors. That autonomous life requires a constant self-conscious effort to avoid efforts by others to manipulate us does not, I believe, make for an unattractive picture of autonomy, though perhaps it makes for a sad story about the extent to which we respect autonomy in our actual social practices. It is only if we thought that individuals were systematically incapable of separating persuasion from seduction that the resulting picture of autonomy would be dismal. My point, in any event, is that in evaluating law, we must see whether property or another mode of regulation systematically increases the opportunities for one set of people to act in this way upon another set. If it does so, it undermines the autonomy of the latter set. The observation that efforts to manipulate are legion only underscores the importance of avoiding legal designs that increase the opportunities for and efficacy of this common behavior.

My second, less theoretically satisfying, but more practical response to this critique is that all the claims I make about the effects of law on autonomy can be sustained simply by referring to the power of owners to control information flow to and from users, independently of the question of manipulative messages. It is plain that selective disclosure of information is a means of manipulating the choice set and valuations of those whose information is being so structured. Owners, then, can manipulate users in the sense that I treat as undermining autonomy simply by selecting the contents of the universe of information available to them. By permitting them to do so, law allows them to affect autonomy in a way that is not as common in normal human exchange as rhetoric or seduction.

\textsuperscript{111} These types of exactions, limiting disclosure of the information relevant to users, should be recognized as constraints on autonomy even by those who are otherwise reluctant to accept that advertising or seductive communication subverts the autonomy of the person at whom it is directed. If property ownership allows owners nothing other than the opportunity selectively to expose users to information, that alone suffices to create the autonomy deficit I discuss in the text.
extent of that dependence, A’s autonomy is compromised. It is compromised both through susceptibility to manipulation (D’s imposition of an influence exaction) and by the probability that D’s judgments as to what information would be valuable to A will diverge from what A’s independent judgments would have been. D becomes the sole agent who retains control over her own communications independent of the permission of another.

Although the point I am making has distributive aspects, it is primarily not about distribution. The point is to compare the degree to which any person can author his life free of the decisions of another in two alternative states of the world. The capacity of each of A, B, and C to control her own information environment decreases with a shift from a commons to a property system. For D, there is an increase only in control of the information environment of others, which cannot be included in the autonomy calculus.

But what about market transactions in privately owned infrastructure? Before addressing this question in a competitive market context, one must first recognize the importance of autonomy in explaining the policy concern with media concentration. If an infrastructure owner like D has power in the market for information infrastructure, there is no reason to think that D in fact will allocate infrastructure to be used by A, B, and C in a way that maximizes their welfare. To understand the effects of concentration, we can think of freedom from constraint as a dimension of welfare. Just as we have no reason to think that in a concentrated market total welfare (let alone consumer welfare) will be optimal, so too we have no reason to think that a component of welfare—freedom from constraint as a condition to access one’s communicative environment—will be optimal. Moreover, when we focus on a welfare calculus of control over information flows in the vendor-consumer relationship, we have good normative reasons to prefer maximization not of total welfare but rather of what in this calculus would count as consumer surplus. For, insofar as control over one’s information environment is a problem of autonomy, it is only the “consumer surplus” side that counts as autonomy enhancing. Producer surplus, measured in the successful imposition of influence on others as a condition of service, on the other hand, translates simply into control exerted by some people (providers) over others (consumers).

The monopoly case therefore presents another normative dimension of the well-known critique of media concentration. Although usually this critique is concerned with political self-governance, we now see that concentration raises concerns in the personal autonomy sphere as well. But why is the analysis not solely about media concentration? Why is it also a valid concern when one compares private property as the regulatory framework for communications to a commons?

If we make standard assumptions of perfectly competitive markets, one would think that the analysis must change. D no longer has monopoly power. We would presume that the owners of infrastructure would be driven by competition to allocate infrastructure to uses that their users value most highly. If one owner "charges" a high price in terms of conditions imposed on users, say to listen to a sermon before using the infrastructure or to forgo receiving certain kinds of speech uncongenial to the owner, then the users will go to a competitor who does not impose that condition.

This standard market response is far from morally irrelevant, if one is concerned with autonomy. If in fact every individual gets to choose precisely the package of influence exactions and the cash-to-influence tradeoff under which she is willing to communicate, then the autonomy deficit created by privatization of communications infrastructure is minimal. After all, if all possible degrees of freedom from the influence of others are available to autonomous individuals, then respecting their choices, even their choices to subject themselves to the influence of others, respects their autonomy.

But competition in fact will not eliminate the autonomy deficit of privately owned communications infrastructure, for reasons that fall into both familiar and unfamiliar categories. The most familiar constraint on the "market will solve it" hunch is imposed by transaction costs, in particular information gathering and negotiation costs. To the extent that influence exactions are less easily homogenized than prices expressed in currency, they will be more expensive to eliminate through transactions. Some people value certain kinds of information lobbed at them positively, others negatively. Some people are more immune to suggestion, others less. The content and context of an exaction will have a large effect on its efficacy as a device for affecting the choices of the person subject to its influence and could change from communication to communication for the same person, let alone

113 A comprehensive consideration of the constraints of the applicability of the standard market model to media products can be found in Baker, Giving the Audience What It Wants, supra note 80.
for different individuals. Both users and providers have imperfect information about the users' susceptibility to suggestion, and they have imperfect information about the value that each user would place on being free of particular exactions. Obtaining the information necessary to permit a tight fit between each consumer's preferences regarding the right influence-to-cash ratio to be paid for a given service would be prohibitively expensive. Even if the information were obtained, negotiating the precise cash-to-influence tradeoff would be costly.

Negotiation also may fail because of strategic behavior in the negotiation. The consumer's ideal outcome is to labor under an exaction that is ineffective. If the consumer can reduce the price by submitting to a message or to constraints on communication that in fact will not change her agenda or subvert her capacity to author her life, she has increased her welfare without compromising her autonomy. The vendor's ideal outcome, however, is that the influence exaction be effective—that it succeed in changing the recipient's preferences or her agenda to fit those of the vendor. The parties therefore will hide their true beliefs about whether a particular message attached as a condition to using proprietary infrastructure is of a type that is likely to be effective at influencing the recipient.

Communications services also have various economies of scale, be they supply-side (first-copy costs in content products or infrastructure investments for carriage facilities), or demand-side (related to network externalities). If price discrimination is costly, providers are likely to court the widest audiences with standard influence-cash tradeoff bundles, and consumers/users are likely to choose the closest fit from a series of less-than-perfect bundles. In particular, those whose conception of the information environment they would choose is farthest from the norm are likely to find themselves with no service that closely resembles the information environment they would have elected, given adequate choice. If many users systematically underestimate their susceptibility to suggestion or to selective information exclusion, or have hard budgetary constraints that make them better able to pay in attention than in cash, we likely would see these packages having greater influence exactions than many individuals would have wanted if they had perfect information and larger budgets.

No less important is the fact that the price component at stake expresses an effort on the part of producers to shape the consumer's "tastes" or "preferences." The service provider and the consumer negotiate over the extent to which the provider will alter the preferences of the consumer, but they have different states of knowledge. The provider knows where it seeks to lead the consumer, but the consumer
knows only what the provider tells it about how the producer would like the consumer to be at that later time. Needless to say, once the transaction is complete, it is difficult to undo because, if successful, the consumer has become the person (adopted the tastes) that the producer wanted her to be, not the person she thought she was agreeing to become at the time they entered into the transaction.\footnote{Edwin Baker has made a similar point regarding valuation of information, arguing that since consumers seek information for, among other purposes, edification—making their preferences/tastes better than their current tastes—it is impossible to obtain acceptable valuations, based on current tastes, of information sought for this purpose. Id. at 320-21.}

Obviously, the greater the diversity of influence exactions providers offer, the less the imposition that ownership imposes on the autonomy of end users, because there is a higher probability that users will be able to find a provider whose exaction is not onerous for purposes of a given communication. This is true, though, only if switching costs among providers are sufficiently low to permit each consumer to choose the least onerous provider for each communication. Even where switching costs are low, where diversity of influence exactions does not perfectly match user diversity, users likely will be confronted with diverse, but persistent and effective\footnote{Effective in the sense that the consumer treats them as onerous enough that she would have preferred to pay a price or switch to another producer but does not do so because of one of the variety of reasons suggested in the text.} influence exactions imposed on them as part of the price for using the infrastructure. Users will face a menu of influence exactions that they must accept before they can communicate using owned infrastructure, and their independence from the preferences of the infrastructure owners about how their (the users') lives should go is compromised.

Once one has recognized that owners can obtain welfare from exacting influence on users, not only from charging them a price, one can analyze transactions between owners and users as follows. Each owner would offer infrastructure capacity at a price comprised of a cash component and an influence component. Under perfectly competitive conditions, users will see a cash price composed of what a market-cleared cash price would have been in the absence of an influence exaction,\footnote{For information goods, the supplier's reservation price in the absence of other means of appropriation is the average cost, not the marginal cost, because these goods, once produced, have a marginal cost of zero, well below their average cost.} minus the value of the influence exaction to the owner. The value of the influence exaction in each transaction is the value to the owner of the change in the user's preferences, discounted by the probability that the user will be affected by the exaction to adopt the desired preferences or behave in the manner that the owner
would wish. If there are no information costs or transaction costs involved in switching among infrastructure owners, then users will select the best deal for them given the price-influence tradeoff. Assuming a diminishing marginal utility for money, one would expect that poorer people would be willing to accept greater influence exactions than richer people, which is likely normatively relevant—since we do not normally think of autonomy as something that people should have more or less of depending on wealth.

Where there are high switching costs (from one cash-influence tradeoff setting to another), or where it is costly to obtain information about the cost any given influence exaction imposes on a user (i.e., it is hard to tell how much "autonomy" the user will lose from being subjected to a particular exaction), one would expect the market to offer communications at a price composed of an exaction and a below-average-cost cash price. The discounting factor will be somewhere in the range between the value of influence to the seller and the perceived cost to the user of being subject to the influence. This cost to the user is the perceived reduction in well being (if any) of the user from changing his position because of the influence, discounted by the probability that the user in fact will be so moved by being exposed to the influence exaction. If it is costly to find out whether for a given communication a user values freedom from influence enough to pay the cost of carriage, or difficult to price discriminate among users along this dimension, we would expect that the market would gravitate towards cash-plus-influence pricing. This is exemplified by the extensive advertising-supported offerings on cable systems, which in principle could have a much higher proportion of advertising-free pay channels or pay-per-view channels.

The upshot is this. A system that permits owners of infrastructure to exclude anyone they choose from their infrastructure, or to impose conditions on the use of the infrastructure, creates a cost, in terms of autonomy, for users. This is the effect that I call an "autonomy deficit." It is imposed by the introduction of a right to control use of resources in a manner that enables its owner to control the information environment of another. If ownership of infrastructure is concentrated, or if owners can benefit from exerting political, per-

---

117 See Baker, Giving the Audience What It Wants, supra note 80.
118 In other words, if the cash price with the exaction plus the lost welfare to the consumer of being exposed to the exaction is greater than what the cash price would be without an exaction, the user will prefer the cash price without the exaction. If the value to the owner of the cash price plus the exaction is lower than the value of what the cash price with the exaction would be without the exaction, then the owner will only offer the facility at its cash price without the exaction.
sonal, cultural, or social influence over others who seek access to their infrastructure, they will impose conditions on use of the infrastructure that will satisfy their will to exert influence. If agents other than owners (advertisers, tobacco companies, the U.S. drug czar) value the ability to influence users of the infrastructure, they may outbid users, and the infrastructure will be priced with an influence-exaction component that serves the interests of these third parties. To the extent that these influence exactions are effective, a pure private property regime for infrastructure allows owners to constrain the autonomy of users. The owners can do so by controlling and manipulating the users' information environment to shape the users' life choices so as to make them play the role that the owners prefer.

B. Alternative Models of Constraining the Autonomy Deficit of Property

Infrastructure ownership can be regulated by two primary categories of constraints on "pure" property rights. Ownership can be constrained either by restricting the owners' rights to control content or by restricting the owners' rights to control access by others to the infrastructure. Moreover, ownership itself can be public, rather than private. From the autonomy perspective, it does not matter whether decisions about publicly owned infrastructure are treated as the decisions of agents with their own agenda, as positive political theory would have it, or as decisions "by the people." Even if we treat public ownership as ownership "by the people," decisions about the use of communications at best could be seen as an instance of political self-governance through participation displacing personal autonomy.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Content</strong></td>
</tr>
<tr>
<td>Privately Owned</td>
</tr>
<tr>
<td>Publicly Owned</td>
</tr>
</tbody>
</table>

Content regulation is not usually a good means of enhancing autonomy. Plainly, content regulation can be abused in an effort to con-

---

119 See Table 1 for examples of regulation of private and public ownership, by means of content and access restrictions.
trol, rather than enhance, personal choices. When it is the government that introduces a specific content requirement or prohibition, the danger to autonomy is more pronounced than when a private owner imposes influence exactions, because government has the power to enforce its regulation on all providers. Like the decision of a monopolist medium owner, and unlike the decisions of property owners under conditions of competition, government control over content does not allow for partial attenuation of the autonomy deficit through market-based selection from different influence-cash tradeoff packages.

Content regulation, however, at least in principle, can aid personal autonomy instrumentally if it is calibrated to negate the autonomy deficit of property, or if it is well designed to increase the diversity of options perceivable by individuals in society. A requirement imposed on broadcasters to provide three hours of children’s programming in principle could be designed to enhance the capacity of children to perceive and evaluate options; such an effort would fall within what I earlier called the therapeutic agenda of autonomy. A prohibition on certain kinds of influence exactions similarly could negate the autonomy deficit. A rule prohibiting the insertion of single-frame advertising that operates at the level of the viewer’s subconscious perceptions would be such a requirement, as would a requirement to identify who is paying for a particular program if that person controls its content, as is the case with infomercials.

Access regulation can aid personal autonomy more systematically. Access regulation consists of constraining the private property owner’s use of its property right to exclude persons from using the infrastructure or to condition their use upon some influence exaction. In other words, unlike the case of content regulation, in access regulation the regulator is not displacing the owner’s preferred content with its own but rather is privileging individual users to use the communi-

---

120 For my discussion of the autonomy implications of lack of diverse content, see infra Part III.


122 As Gerald Dworkin put it, any intervention in a person’s capacity critically to evaluate his or her preferences must be evaluated in terms of whether it undermines that person’s capacity for self-reflection. Dworkin, Theory and Practice, supra note 29, at 18.

cations medium to pursue their own informational choices. Access regulation attains this privileging of use by negating that aspect of the private property regime that creates the autonomy deficit under pure private property, namely, the absolute right to exclude from, or condition access to, the infrastructure.

If we return to Figure 3, if A, B, and C are perfectly privileged to communicate how and when they wish over D's infrastructure, then the mere fact of ownership by D does not affect the autonomy of any of the users. A perfectly regulated common carrier regime should appear to end users no different than a commons. Whether a private party owns the common carrier (the phone companies) or the state does (the mail) is less important. Similarly, the primary difference between a common carrier and a public forum is that the latter, once declared or recognized, is constitutionally protected. It is therefore less susceptible to the problem of regulatory defection—by exclusion of disfavored content from the carriage requirement—that common carriage suffers from and to that extent (ironically, given traditional concerns with the state) is preferable to common carriage as a means of reducing the autonomy deficit of owned infrastructure.

There are three reasons why access-focused constraints like common carriage, while helpful, do not entirely alleviate the autonomy deficit. Mostly, these reasons reflect a concern that common-carriage regulation will be imperfect. But they also reflect a concern about what Lessig has identified as the "regulability" of a network built for centralized clearance of communicative preferences as compared to that of a network built for decentralized clearance. First, the institutional details of the common carriage regime can skew incentives for what types of communications will be available, and with what degree of freedom. Second, the organization that owns the infrastructure retains the same internal incentives to control content as it would in the absence of common carriage and will do so to the extent that it can sneak by the carriage regulations. And third, as long as the network is built to run through a central organizational clearinghouse, that center remains a potential point at which regulators can reassert control or delegate to owners the power to prevent unwanted speech.

124 Compare Denver Area Educ. Telecomm. Consortium v. FCC, 518 U.S. 727, 791-801 (1996) (Kennedy, J., dissenting in part) (explaining why PEG channels are public forums and analogizing to explain why common carrier obligations applicable to commercial leased-access channels cannot be curtailed except under same strict scrutiny as other public forums), with id. at 824-26 (Thomas, J., dissenting in part) (denying that common carrier obligations are subject to strict scrutiny).

125 Lawrence Lessig, Code and Other Laws of Cyberspace 19 (1999) (defining "regulability" as extent to which given technical architecture is more or less subject to regulation by state).
by purposefully limiting the scope of the common carriage requirements. I will elaborate on these three failings of common carriage in the following paragraphs.

First, it would be difficult for a common-carriage regime to avoid skewing incentives for the provision of different types of communication. The common-carriage regime not only would have to be entirely neutral as among content, format, medium, and identity of sender and recipient, but also would have to apply to all formats, media, and content. If the common carriage regime is incomplete, there will be an autonomy deficit of proprietary infrastructure. For example, in the mid-1990s two courts of appeals held that the First Amendment prohibits the state from extending the common-carriage requirement imposed on telephone companies from voice and data communications to cover video signal carriage as well.\textsuperscript{126} As a result, information that is of a type that people seek to acquire through video communications, or that requires or benefits from the utilization of video as a medium of expression, is subject to the proprietary infrastructure problem. If one holds the quite plausible view that, given prevailing social norms regarding information acquisition, video programming has particularly important political and cultural ramifications in terms of shaping taste, perceptions of life choices available to individuals, or perceptions of political choices open to our polity, such a problem takes on significant proportions. If our assessment of the state of the law, or of the politics of regulation, is such that we think that extending common carriage to such important areas as video programming is unlikely, then the abstract possibility of common carriage is even less appealing as an alternative to the commons. Moreover, if, as is the case with the Telecommunications Act of 1996,\textsuperscript{127} the common-carriage requirement is imposed only on the carriage of user-created information (pure carriage) and not on enhanced services, leaving up to carriers the decision of how much pure carriage service and how much enhanced service to offer, one would expect carriers to offer minimal pure carriage services and extensive enhanced services with conditions on access.\textsuperscript{128}

We might map this effect on Figure 3, adding an additional layer, so there are three types of communications, text ($t$), voice ($v_x$), and image ($i$). The consequence of a common-carriage regime with poor


\textsuperscript{128} This point was made some time ago in Eli M. Noam, Beyond Liberalization: The Impending Doom of Common Carriage, 18 Telecomm. Pol'y 435, 442-45 (1994).
design incentives, depicted in Figure 4, would be to cause the owner of the infrastructure to build a lopsided network. In such a network, some types of communications, in our example text and voice, would seem to the users as freely usable as though they were unowned. Images, however, would be available to users only under conditions controlled by the infrastructure owner, who designs the network to take advantage of regulatory shortfalls. The consequence would be a network optimized to provide the communicative uses from which owners can extract the full private benefit, unconstrained by access regulation.

The second reason that common carriage does not entirely alleviate the autonomy deficit is that gaps in the coverage of the carriage requirement are likely to permit organizations to circumvent the requirement. Communications carried over these networks that do not fall under the carriage requirement will incur the autonomy deficit associated with proprietary infrastructure. For example, an FCC working paper on cable Internet access suggested in 1998 that Internet access provided over a hybrid system with downstream information flow carried over coaxial cable, and an upstream return path over the public phone system, would plausibly qualify the service for regulatory treatment as cable service rather than as telecommunications service. This would relieve cable providers of the possibility that they may be forced to allow Internet competitors access to their networks. In other words, the legal definition of cable service could

---

130 The debate over whether cable operators should give competitors in broadband Internet access services open access to their infrastructure is well described in Lathen, supra note 25. As of this writing, two federal courts have held that Internet access over cable is a telecommunications service. AT&T Corp. v. City of Portland, 216 F.3d 871, 878 (9th Cir.
create incentives for carriers to design their systems so that high-speed Internet access would be organized on an information retrieval model that is not subject to common carrier regulation, rather than an information retrieval and dissemination system that is relatively egalitarian in its capacity to deliver information produced by end users. By adopting this approach, the organizations that provide communications media could avoid the constraints of common carriage and find themselves back where they would have been in a pure(r) private property regime.

The clearest example we see today of this effect is AOL's acquisition of Time Warner. Consistent with the FCC policy, cable-based Internet service, as of this writing, is not subject to the open-access requirements imposed on common carriers who offer data-carriage services. This means that AOL could be used as the sole cable-based Internet service in areas where Time Warner is the cable operator. In those areas, AOL could capture all consumers for its own influence exactions as well as attempt to direct their attention towards its newly acquired proprietary content rather than the more open, less proprietary Internet at large. Even without the added layer of AOL's power in the Internet access market, both Time Warner and AT&T—the major providers of Internet access over cable—prohibit users from operating servers—from being information providers—and offer home service optimized for downstream reception with a limited upstream return path. The exclusion of other Internet Service Provid-
ers (ISPs) from this broadband medium excludes precisely those competitors who could compete by offering influence-free services.\footnote{While fast connections over common-carriage facilities (called digital subscriber lines (DSL)) currently could compete with cable carriage, Lathen, supra note 25, at 20, 27-29, it is unclear whether this source of open access will survive, particularly if AOL—access provider to fifty percent of dial-up Internet users in the United States, see Last of the Mohicans, Fin. Times (London), Sept. 6, 2000, at 24—were to commit its resources to privileging cable over DSL. Fear of this strategy led the FTC to require as a condition of the merger that AOL continue to be available over DSL. See Labaton, supra note 132, at A1.}

The third problem with common carriage is that it leaves untouched, indeed relies on, the existence of an organizational center that controls the network. The persistent existence of such an organizational center to a network makes the network more easily subject to regulation. The design concept underlying a common-carriage regime is that there should be one organization that clears user preferences as to use of a communications infrastructure, in order to maintain efficient information flows. This design feature is present even if there are redundant networks that compete with each other, because each network has an owner that controls it. The crux of common-carriage requirements is to remove from that owner certain decisionmaking powers that would be inimical to the purpose of having a communications infrastructure to begin with. Most importantly, the common carrier is denied the option to select communications for carriage based on content. But this constraint on common carriers is a political choice, imposed by law. The architecture of the network remains centralized. And to the extent that the law can change, to that same extent the network remains susceptible to regulation—future legislatures can choose to change the parameters of common carriage.

The most egregious instance of such a legislative defection from a common-carrier-like regime is sections 10(a) and (c) of the Cable Television Consumer Protection and Competition Act of 1992,\footnote{Pub. L. No. 102-385, § 10(a), 106 Stat. 1460, 1486 (codified as amended at 47 U.S.C. § 532(h) (1994)); id. § 10(c), 106 Stat. at 1486, reprinted in 47 U.S.C. § 531 note.} considered and partly upheld by the Supreme Court in Denver Area Educational Telecommunications Consortium, Inc. v. FCC.\footnote{518 U.S. 727 (1996).} These sections of the Act were essentially anti-indecency provisions, but they took the form of content-based tweaking of access regulation provisions. The underlying access rule was that cable operators were required to set aside a number of channels for programming by unaffiliated programmers, commercial programmers in the case of leased-access channels, and public, educational, and governmental
programmers in the case of public, educational, and governmental (PEG) channels.\textsuperscript{137} In the 1992 Act, Congress decided to regulate nonobscene indecent programming on these access channels indirectly, by removing the carriage requirement as to this type of programming.\textsuperscript{138} In other words, cable operators were still required to offer nondiscriminatory carriage to unaffiliated programmers on these channels, but they were permitted (not required) to exclude "indecent" programming.\textsuperscript{139} Under established First Amendment law, Congress could not have itself simply prohibited such indecent, nonobscene material.\textsuperscript{140} But, in the name of respecting the infrastructure owner's right to speak over the network it owns, a quilt of votes upheld Congress's power to exclude such undesirable but protected content from the carriage requirement.\textsuperscript{141} Then cable operators could turn around and use their control over their systems, now freed from the access rule, to ban the material of which Congress disapproved. The Court upheld this provision, however, only with respect to commercial leased-access channels. As to PEG channels, the Court held that the regulation imposed too great a burden on speech because publicly accountable bodies controlled access to the PEG channel infrastructure to assure that the content was appropriate. Hence there was no showing that the added layer of censorship imposed by the cable operators was necessary to attain Congress's legitimate goal of protecting children.\textsuperscript{142}

It is hard to think of a clearer instance of self-conscious exclusion of certain content from coverage under a carriage requirement in or-

\textsuperscript{137} Id. at 732-34. PEG channels are public, educational, and governmental channels that are not available on a common-carrier model. Public-access channels are instead often available on a model of first-come, first-served as among eligible programming. Id. at 760-63, 788-91.

\textsuperscript{138} Id. at 734-35 (describing Cable Television Consumer Protection and Competition Act of 1992, § 10(a), (c)).

\textsuperscript{139} Id. at 733.

\textsuperscript{140} See id. at 753-57 (holding that provision requiring cable system operators to segregate and block "patently offensive" programming violated First Amendment); Sable Communications of Cal., Inc. v. FCC, 492 U.S. 115, 117 (1989) (striking down statute imposing outright ban on indecent interstate commercial telephone messages).

\textsuperscript{141} Denver Area Educ. Telecomm. Consortium, 518 U.S. at 747 (plurality opinion) (Breyer, J.) (stating: The existence of this complex balance of interests persuades us that the permissive nature of the provision, coupled with its viewpoint-neutral application, is a constitutionally permissible way to protect children from the type of sexual material that concerned Congress, while accommodating both the First Amendment interests served by the access requirements and those served in restoring to cable operators a degree of the editorial control that Congress removed in 1984.).

For the complex vote lineup in this case, see id. at 731.

\textsuperscript{142} See id. at 762-63 (describing capability of existing system to protect children).
der to squelch unwanted speech. The risk of common carriage regimes, then, as compared to unowned, fully decentralized networks, is that the common carrier remains as an organizational center available as a locus of reconcentrating control over decisions about what information will or will not flow over the system. This susceptibility makes a publicly owned public forum somewhat preferable to a privately owned common carrier, because of the clearer constitutional rules prohibiting content-based exclusion from access to the infrastructure.143

As for implementing an autonomy-enhancing infrastructure, the most intriguing alternative to the spectrum commons is Eli Noam's proposal for an open access spectrum.144 Noam’s proposal and my own commons proposal145 share a number of crucial features. First, they both relate solely to communications conducted by propagating electromagnetic signals at radio frequencies over an unenclosed physical medium: the air. This aspect is crucial, because unlike other carriage media—twisted copper pair, coaxial cable, optic fibers—the air is available to carry radio signals by the grace of Mother Nature, not because of the investment of any human agency. The problem of radio communications, unlike all other communications, is therefore not how to create incentives for the building and maintenance of the carriage facility, but rather how to coordinate competing uses, ex post, of an existing, inexhaustible, perfectly renewable carriage medium. This requires investments in equipment design to utilize more and more of this resource at increasing efficiency, and in technological and organizational means of attaining the most efficient coordination of use. While auctions are the “hot” institutional technology for attaining efficient coordination, there is nothing holy about this technology if others, most notably technical innovations in equipment, can do the job.

Second, both systems replace organizational clearance of decisions about spectrum use (by licensees and regulators) with equipment-embedded clearance mechanisms and hence eliminate the need for, or even place for, owned spectrum. Third, both proposals therefore must predict that someone other than a “spectrum owner” will bear the incentives to develop the new equipment capable of utilizing ever higher frequency ranges and utilizing frequency ranges already available for human communications more efficiently. My own defense of a commons in spectrum suggests that the consumer equip-

143 See supra note 124 (comparing opinions of Justices Kennedy and Thomas in Denver Area Education Telecommunications Consortium).
144 Noam, supra note 10, at 778-80.
145 Benkler, supra note 104.
ment market will assure these developments, as equipment manufacturers seek to deliver machines that communicate with each other at the greatest efficiency over the unowned spectrum. In Noam's case, these investments likely will come both from the equipment market and from the service markets, because his model appears to assume that much of the ad hoc bidding for spectrum will be done by service providers, who then will turn around and use the spectrum they acquired to sell communications services to end users.

The core difference between a spectrum commons and Noam's open-access spectrum proposal concerns the question of how to clear competing preferences for using the communications infrastructure that has been liberated by technology from the need to have "an owner" (whether it is a private property owner or a government owner and its licensee). Noam seeks to maintain a pricing system in order to ensure quality of service equal to that available over enclosed media and owned spectrum. I, on the other hand, have proposed that spectrum be devoted to a commons wherein all users are privileged to transmit and receive, using equipment capable of sharing spectrum following some form of Internet-like, equipment-embedded queuing protocol. I have argued that innovation and spectrum efficiency in such a setting would be driven by the end-user equipment market, rather than by the spectrum auction market, and that content would be driven by end-user choices as it is on the Internet, rather than by evaluations of aggregate preferences as in mass-media markets. Regulation must focus on equipment certification rules designed to prevent the implementation of spectrum-hogging techniques in equipment designed for use of the spectrum commons. If the utilization of such a queuing mechanism means that the spectrum commons cannot be used for all communications, and that some time-sensitive communications like real-time remote medical consults or the Super Bowl will have to use an enclosed medium (like coaxial or optic fiber cables), that is an acceptable price to pay in return for eliminating the normative costs that pricing imposes.

The normative cost of pricing as a means of clearing competing preferences becomes apparent when one examines the system design necessary to implement Noam's proposal. Noam writes:

Such an open-access system might look as follows: For packets of information to be transmittable, they would require to be accom-

---

146 Id. at 340-65.
147 See Noam, supra note 10, at 779 (alluding to situation where mobile communications provider could sell excess access codes to users needing such access).
148 See id. at 777-78 (exploring how fees could serve to manage spectrum usage).
149 See Benkler, supra note 104, at 340-65.
panied by an access code. Such a code could be a specialized token, a general electronic cash coin. The token would enable its bearer to access a spectrum band (rather than to a specific frequency), to be retransmitted over physical network segments, and to be receivable in equipment. Price for the access codes would vary, depending on congestion, and be determined by an automatized clearinghouse of spectrum users. Assured access, at a price certain, could be obtained from a futures market.

For example, a mobile communications provider, A, might face heavy [demand] for its service during the post-Labor Day morning drive time. It would therefore buy access codes to that capacity from the desired band, to unlock spectrum usage in a network environment. The tokens are bought from an automatic clearinghouse market of all users. Firm A and its customers, when initiating transmissions, add the access token to blocks of their transmitted information. Without the access codes, information could not be passed on to other networks and might not be readable by their intended receivers, if user equipment requires these codes for activation or descrambling.¹⁵⁰

Like the common carrier regime, this proposal has the attraction that it is blind to content when it assigns access to infrastructure. Only the value of the token that a communication carries will determine its access to the network. But there are two ways in which this description threatens to make the open access system no better, and possibly worse, from the autonomy perspective, than a common carrier regime.

First, Noam appears to imagine a world in which spread-spectrum technologies change the way service providers obtain spectrum access to serve consumers but do not affect the way in which consumers communicate with each other—namely, through service providers. To the extent that this is so, either as a practical matter, or institutionally (because only providers who have an access code to the exchange can purchase tokens), then the spectrum ownership autonomy deficit is recreated in the relationship between consumers and service providers and in the relationships among consumers. One easily might imagine how a system designed to assure quality of service could decide that, in order to cut down on the overhead involved in the bidding in the spectrum spot market, only "members" should be permitted to bid. If this institutional constraint in fact develops, then even if the cost of "a seat" on this exchange is low enough to permit greater competition than permitted by the costs of purchasing a spectrum license under the existing auction system, still one would see a class of "providers" develop, who manage "their" spectrum inventory as property vis-à-vis

¹⁵⁰ Noam, supra note 10, at 778-79.
their customers. Whether Noam's system then will be better or worse than a common-carrier system, from the normative perspective, will depend on whether these service providers are themselves, in turn, regulated as common carriers. Certainly his system could result in a situation in which only providers bid on spectrum, and in which these providers are all contract carriers or broadcasters, such that, from the normative perspective, we are closer to the pure property regime than we are to the common-carrier regime.

But there is nothing inherent in Noam's conception to prevent it from being implemented on a peer-to-peer network model, where users have equal ability to bid on slots as do providers. If it is indeed so implemented, and the clearinghouse is regulated so that it cannot bar a transmission on any basis other than failure to pay the value of the token necessary to transmit at the required frequency-time-space unit, then there is no reason to think that the system would be any worse than a common-carrier system. Its advantage over such a system would be that it relies, technologically, on digital communications that can carry any type of communication format, and any kind of content, and does not differentiate them along any of these lines. Such a system therefore could be better than traditional common carriage over traditional media, insofar as the system is not built to serve only some types of communications on a common-carrier basis.

There does remain, however, one significant risk to autonomy from the open-access spectrum solution, as compared to the spectrum-commons solution. In order to implement a pricing system, all transmissions must carry a code that determines whether they can or cannot reach their intended recipient. That code is issued by a central automated machine, which determines on a moment-by-moment basis whether the code that any given transmission carries is of sufficient value to permit that transmission to reach its destination. In Noam's plan, the code reflects pure "cash" value. But there is nothing inherent in the system design he offers that makes it immune to enforcing any one of a number of "values" to determine access to infrastructure. One might imagine a law that requires all tokens to identify themselves in terms of sexual or violent content, V-chip style. Initially, such a law might take advantage of the existence of tokens to facilitate end-user filtering. Then a future Congress will remove tokens bearing such markings from the clearinghouse's common-carriage responsibility. The point should be clear. In order to put into effect a pricing system to clear spectrum uses, the open-access spectrum approach requires that communications identify themselves to, and be given permission to travel by, a clearinghouse. That clearinghouse remains a locus for reassertion of control over communications, either by gov-
ernment or by the owner-operator of the clearinghouse. If you will, implementing pricing requires that the communications infrastructure be "architected," to use a Lessig construct,\(^1\) in a manner that renders it more regulable than the architectural parameters of a commons.

In sum, neither private nor public property, nor common carriage or open-access spectrum can deliver as completely decentralized a network as can a spectrum commons. Only access to communications infrastructure that is equally privileged to all users can eliminate the autonomy deficit of property entirely. Content regulations in principle can be designed to alleviate autonomy deficit concerns, but they run the risk that they will not be so designed and that they instead will shift the locus of control over individuals from owners to government agencies and eliminate whatever choice of exactions competition offers. Access regulations, on the other hand, do go some way towards eliminating the autonomy deficit. Nonetheless, these systems are less robust than a commons as a means of securing an autonomy-enhancing communications infrastructure.

As suggested by the discussion of Wisconsin v. Yoder, the choice as to spectrum policy entails a choice between a system that creates no autonomy deficit and a number of other approaches that do create some autonomy deficit or have a higher risk of creating one.\(^2\) From the autonomy perspective, therefore, a commons is preferable. Moreover, as among the noncommons systems, common carriage is superior to property, and, given background constitutional rules that prevent regulatory defection, public forums even may be superior to private common carriers from the perspective of autonomy.

\section*{C. The Public Domain}

The effects of assigning property rights in communications infrastructure are similar to the effects of assigning property rights in the other main resource necessary for information production and exchange: existing information. In order to know the world, in order to create statements about, and representations of, the world and the value of different possible worlds, individuals need access to information. Unlike the case with most other resources, the longstanding assumption with respect to information, knowledge, and culture was that these essential elements of our perception of the world, as it is and might be, are "free as the air to common use."\(^3\) Exclusive rights

\begin{footnotes}
\footnote{\textsuperscript{1} Lessig, supra note 125, at 19-20.}
\footnote{\textsuperscript{2} See supra Part I.B.}
\footnote{\textsuperscript{3} Int'l News Serv. v. Associated Press, 248 U.S. 215, 250 (1918) (Brandeis, J., dissenting).}
\end{footnotes}
to chunks of the public domain were recognized provisionally, on a limited basis, on the instrumental assumption that such recognition would create incentives that would lead to the creation of more and better information.\textsuperscript{154} As is true of an infrastructure commons, when information is treated as a commons such that all are equally privileged to use it and no one has a right to exclude anyone else, access to information does not afford an opportunity for anyone to exercise control over anyone else. No one has a right to prevent others from seeing whatever information they wish to see. No one has a right to prevent anyone else from recombining existing information into new representations of the world, or of how the world might be, or of how one set of affairs or another ought to be valued.

Over the course of the twentieth century, however, we saw a steady drive towards expanding property rights and a privatization, or enclosure, of the public domain.\textsuperscript{155} The political economy of this enclosure is not particularly mysterious.\textsuperscript{156} The beneficiaries of enclosure see the gains as private gains and push for enclosure. The social costs of enclosure are diffuse and often are not evident at the time of legislation to most of those who eventually will suffer them. They do not resist these costs as much as they should. When these costs do happen to be clear to one group or another, the result is an exception or an exemption, not resistance to the enclosure more generally.\textsuperscript{157}

\textsuperscript{154} See supra note 96 and accompanying quotation from Jefferson's letter to MacPherson.


\textsuperscript{156} See Benkler, supra note 100, at 569-74 (explaining dynamics of political process); Jessica D. Litman, Copyright, Compromise, and Legislative History, 72 Cornell L. Rev. 857, 870-79 (1987) (describing nature of Copyright Act's provision as negotiated settlement among specific stakeholders); Pamela Samuelson, Intellectual Property and the Digital Economy: Why the Anti-Circumvention Regulations Need to Be Revisited, 14 Berkeley Tech. L.J. 519, 522-23 (1999) (describing how "Hollywood and its allies were successful in persuading Congress to adopt the broad anti-circumvention legislation" over opposition from Silicon Valley faction); Samuelson, supra note 155 (describing influence of copyright industry on expansion of intellectual property law).

\textsuperscript{157} Benkler, supra note 100, at 573; see also Litman, supra note 156, at 870-79; Samuelson, supra note 156, at 537-43 (describing political origins of exceptions to anticircumvention provisions).
Property rights in information create the same opportunity for influence as do property rights in communications infrastructure. The owner can impose conditions on access to and use of the information that act as influence exactions. Consider the question of whether deep linking\(^{158}\) is a violation of some intellectual property right.\(^{159}\) The quintessential cases of deep linking were brought against Microsoft's Sidewalk service\(^{160}\) and against Tickets.com,\(^{161}\) both of which provided access to, among other things, information on events in various cities. If a user wanted a ticket to the event, the Tickets.com and Sidewalk sites linked that user directly to a page on Ticketmaster.com where the user could buy a ticket. Ticketmaster objected to this practice, preferring instead that the competing services link to its home page, so as to expose the users to all the advertising and services Ticketmaster provided to the users, rather than solely to the specific service sought by the referred user. The Microsoft case settled.\(^{162}\) Tickets.com won its case in a decision that focused on its means of acquiring the information from Ticketmaster, rather than on the deep linking practice itself.\(^{163}\) At stake in both cases was who will control the context in which certain information is presented. If deep linking is prohibited, Ticketmaster will control the context—the other movies or events available to be seen, their relative prominence, reviews, etc. And if the choice between Ticketmaster and Microsoft or Tickets.com as controllers of the context of information doesn't quite get your juices flowing, think instead of the local school board, or church, or your neighbor, in place of Microsoft. The point is that as long as one can deep link to information tidbits without anyone controlling access, there can be many ways of accessing it, contextualizing it, understanding it. But once a right is established to prevent deep linking, the owner gains the power to condition access to the specifically sought information. The owner can require that access be gained in a particular way, subject to a particular set of

---

\(^{158}\) By "deep linking" I mean embedding in one's own web page a link to specific content on a website run by another, where the page linked is not that other website's home page.


\(^{162}\) Brett & Hoover, supra note 160, at 1 n.5.

messages and in an informational context it sets. Since the standard understanding of how intellectual property is priced is that it is in principle equivalent to monopoly pricing, we would see access to any given information product conditioned on the same kind of combination of price and influence exaction, maximizing the owner's welfare, that we saw in the case of concentrated private communications infrastructure.

The upshot is that private infrastructure and information resources subject users to the choices of owners in a way that commons in these resources do not. In a commons, where all users are privileged symmetrically to use the resource, users are subject to the choices of others only to the extent that being subject to those choices is required by respect for autonomy. Once infrastructure is private, users of communications are subjected to the choices of infrastructure owners. However, these choices are not themselves exercises of autonomy, but of control. The same is true for owned information when compared to the public domain.

If ownership of infrastructure is concentrated or if owners choose to use infrastructure to exert (or to sell the ability to exert) influence over others who seek access to their infrastructure, owners will impose conditions on use of the infrastructure that will satisfy their will to influence users. Similarly, in the case of information, we should expect some measure of influence exaction imposed as part of the above-marginal cost pricing as is usually the case in information products. If agents other than owners (e.g., advertisers) value the ability to influence users of the infrastructure or of the information, they may outbid users, and the infrastructure or information will be priced with an influence exaction component that serves the interests of these third parties. To the extent that these influence exactions are effective, a pure private property regime for infrastructure and a more perfectly enclosed information environment allow owners to constrain

---

164 Information is a true public good, in the sense that it is nonrival. What this means is that the marginal cost of providing a given information good to additional users after the first copy has been produced is zero. For normal economic goods, we know that the good is produced and consumed efficiently when it is sold at its marginal cost. However, if information goods were to be sold at their marginal cost—zero—they would not be produced privately by anyone who produces in expectation of selling copies. Hence, intellectual property is designed to enable intellectual property owners to charge a positive price. Any positive price, however, is a price that is "above marginal cost," and from the perspective of the standard economic model, this means that it is being priced as though the producer had pricing power, or something like monopoly power. Hence, we normally analyze intellectual property as though it were a case of monopoly pricing. See Yochai Benkler, An Unhurried View of Private Ordering in Information Transactions, 53 Vand. L. Rev. 2063 (2000).

165 Supra text accompanying notes 108-11.
the autonomy of users. Access rights—like common carriage or the fair-use privilege to copyright—are only a partial solution to this autonomy deficit of property.

A legal choice, like the creation of property rights, that predictably will lead many people (users) to be subject to the influence of others (owners) as a condition of accessing information about the world, exacts a price in terms of autonomy. It makes one group of people systematically susceptible to manipulation or control by another. Whether this manipulation is successful is important to our evaluation of the problem as a policy matter. We would be less concerned if the practical impact of this effect were minimal. But it is important to understand that in the choice between a commons and various property-based systems we are systematically increasing the opportunities for some people to undermine the independence of the choices of others. Perhaps the most graphic representation of this effect is the construction of media markets as markets for eyeballs, markets for opportunities to influence the choices of individuals no longer conceived of as individuals but as mere objects of manipulation. And such a consequence is one that conflicts with respect for the personal autonomy of those who would be reduced to eyeballs, regardless of whether that attempt at manipulation is likely to be successful.

III
SOCIAL PATTERNS OF INFORMATION FLOW AND PERSONAL AUTONOMY

In Part I, I explained why I believe that the effect of a law on autonomy should be measured in two ways: first, the extent to which it makes some people better able to control the lives of others, and second, the extent to which it increases or eliminates a substantial number of critical options from the set of options known to agents in society as open to them. Part II focused on the former effect, exploring the potential of property rights in information and communications facilities to create the conditions under which users can become the objects of the agency of owners. Part III will focus on the latter effect: It will explore the effect of privatization and pervasive reliance on commercial information production and exchange on the range of life options that individuals in society perceive.

In Part III.A, I explain how concentration of the information production function in society leads to a smaller set of stories being told

and a smaller set of options being presented to its members. I suggest that a wide distribution of the storytelling function in society leads to greater diversity in perceptions about how life can be lived. In Part III.B, I explain why small increases in the number of storytellers may not significantly affect the range and diversity of stories told. I also outline why it may be the case that only very large scale shifts towards a widely distributed information-production system can have a meaningful effect on the diversity of stories available to members of a society. In Part III.C, I flesh out this explanation by describing the policy decision by Congress and the FCC on digital television as the choice of a radically more concentrated and commercial information video programming environment than was necessary given the digitization of television. In Part III.D, I explain how very strong intellectual property rights also diminish the number of storytellers in our society and the diversity of motivations that can sustain the practice of telling stories. Part III.E considers the problem of information overload and suggests why the filtration and accreditation functions that owners often fulfill can be fulfilled in a distributed information production environment. I explain why distributed peer-production of filtration and accreditation, like distributed content production, is preferable to hierarchical or market-based filtering and accreditation.

A. Three Storytelling Societies and an Adequate Range of Options

Imagine three storytelling societies: the Reds, the Blues, and the Greens. Each society follows a set of customs as to how they live and how they tell stories. Among the Reds and the Blues, everyone is busy all day, and no one tells stories except in the evening. In the evening, in both societies, everyone gathers in a big tent, and there is one designated storyteller who sits in front of the audience and tells stories. It is not that no one is allowed to tell stories elsewhere. But in these societies, given the time constraints people have, if anyone were to sit down in the shade in the middle of the day and start to tell a story, no one else would stop to listen. Among the Reds, the storyteller is a hereditary position, and the storyteller alone decides which stories to tell. Among the Blues, the storyteller is elected every night by simple majority vote. Every member of the community is eligible to offer herself as that night's storyteller, and every member is eligible to vote. Among the Greens, people tell stories all day, and everywhere. Everyone tells stories. People who want to listen stop and listen, sometimes in small groups of two or three, sometimes in very large groups.
Now, stories in these societies play a very important role in understanding and evaluating the world. They are the way people describe the world as they know it. They serve as testing grounds to imagine how the world might be, and they serve as a way to work out what is good and desirable and what is bad and undesirable. The societies are isolated from each other and from any other source of information.

Now let’s consider Ron, Bob, and Gertrude, individual members of the Reds, Blues, and Greens, respectively. Ron’s perception of the options open to him and his evaluation of these options are largely controlled by the hereditary storyteller. Ron can try to contact the storyteller to persuade him to tell different stories, but the storyteller is the figure who determines what stories are told. To the extent that these stories describe the universe of options Ron knows about, the storyteller defines the options Ron has. The storyteller’s perception of the range of options largely will determine the size and diversity of the range of options open to Ron. This not only limits the range of options significantly, it also subjects Ron to the storyteller’s control to the extent that, by selecting which stories to tell and how to tell them, the storyteller can shape Ron’s actions and aspirations.

Bob’s autonomy is constrained in similar ways, but by the majority of voters among the Blues, not the storyteller. These voters select the storyteller, and the way they choose will affect Bob’s access to stories profoundly. If the majority selects only a small group of entertaining, popular, pleasing, or powerful (in some other dimension, like wealth or political power) storytellers, then Bob’s perception of the range of options will be only slightly wider than Ron’s, if at all. The locus of power to control Bob’s sense of what he can and cannot do has shifted. It is not the hereditary storyteller, but rather the majority. Bob can participate in deciding which stories can be told. He can offer himself as a storyteller every night. But he cannot decide for himself what stories he will hear. He is significantly constrained by the preferences of a simple majority.

Gertrude is in a very different position. First, she can decide to tell a story whenever she wants to, subject only to whether there is any other Green who wants to listen. Second, she can select from the stories that any other Green wishes to tell, because she and all those surrounding her can sit in the shade and tell a story. No one person, and no majority, determines for anyone whether they can, or cannot,
tell a story or whether they can, or cannot, listen to the story of any other member of the Greens who wishes to tell a story.\textsuperscript{167}

Note that the difference between the Reds, on the one hand, and the Blues or Greens, on the other hand, in the capacity to tell and listen to stories from any member of the group is formal. Among the Reds, only the storyteller may tell the story as a matter of formal right, and listeners only have a choice of whether to listen to this story or to none at all. Among either the Blues or the Greens, anyone may tell a story as a matter of formal right, and listeners, as a matter of formal right, may choose from whom they will hear. Note also that the difference between the Reds and the Blues, on the one hand, and the Greens, on the other hand, is economic. In the former, opportunities for storytelling are scarcer. The social cost, in terms of stories unavailable for hearing, of choosing one storyteller over another is higher.

The difference between the Blues and the Greens then is not formal, but practical. The high cost of communication, if you will, created by the Blues' custom of listening to stories only in the evening, in a big tent, together with everyone else, makes it practically necessary to select "a storyteller" who occupies an evening. Since the stories play a substantive role in individuals' perceptions of how they might live their lives, that practical difference makes a difference in the capacity of individual Blues and Greens to perceive a wide and diverse set of options, as well as to exercise control over their perceptions and evaluations of options open for living their lives. The range of stories Bob is likely to listen to, and the degree to which he can choose unilaterally which story he will tell or listen to, are closer as a practical matter to those of Ron than to those of Gertrude. Gertrude has many more stories and storytelling settings to choose from, and many more instances where she can offer her own stories to others in her society. She, and everyone else in her society, can thus be exposed to a wider variety of conceptions of how life can and ought to be lived. This wider diversity of perceptions gives her greater choice and increases her ability to compose her own life story out of the more varied materials at her disposal. She can be more self-authored than either Ron or Bob. This diversity replicates, in large measure, the range of perceptions of how one might live a life that can be found among all Greens, precisely because the storytelling customs make every Green.

\textsuperscript{167} Because I am positing a small society, telling stories using vocal cords transmitted over the air, the medium itself is a commons, in the sense described in Part II, for all three examples. It is the institutional constraint—the tent in the evening—that makes the Reds and the Blues operate on a noncommons basis.
a potential storyteller, a potential source of information and inspiration about how one might live one's life.

Note also that the differences among the three societies are not technological but institutional. What makes for the differences in the range of stories available to Ron, Bob, and Gertrude are the customs of storytelling in each of their societies and the rules about who can tell a story, when, and under what constraints of time and attention. In the first instance, there are different customs regarding what counts as an opportunity for storytelling. This separates the economics of storytelling of the Greens from those of either the Reds or the Blues. Second, there are the formal differences between the ways storytellers are designated: heredity, vote, and individual choice by tellers and listeners.

B. Media Market Blues

All this could sound like a morality tale about how wonderfully the market maximizes autonomy. The Greens easily could sound like Greenbacks, rather than like environmentalists staking out public parks for an information commons. But that is not necessarily the case.

Most contemporary media markets have high entry barriers and large economies of scale. It is very costly to start up a television station, not to speak of a network, or a newspaper, cable company, telephone company, or movie distribution system. It is similarly costly to produce content. But once production costs or the costs of laying a network are incurred, the additional marginal cost of making information available to many users, or of adding users to the network, is much smaller than the initial cost. This gives information products and communications facilities supply-side economies of scale.\(^\text{168}\)

\(^{168}\) With regard to the economics of information products, see Carl Shapiro & Hal R. Varian, Information Rules: A Strategic Guide to the Network Economy 20-22 (1999). Judge Posner described the economics of cable infrastructure in Omega Satellite Prods. Co. v. City of Indianapolis, 694 F.2d 119, 126 (7th Cir. 1982):

The cost of the cable grid appears to be the biggest cost of a cable television system and to be largely invariant to the number of subscribers the system has. We said earlier that once the grid is in place—once every major street has a cable running above or below it that can be hooked up to the individual residences along the street—the cost of adding another subscriber probably is small. If so, the average cost of cable television would be minimized by having a single company in any given geographical area; for if there is more than one company and therefore more than one grid, the cost of each grid will be spread over a smaller number of subscribers, and the average cost per subscriber, and hence price, will be higher.

If the foregoing accurately describes conditions in Indianapolis—again a question on which the record of the preliminary injunction proceeding is sketchy at best—it describes what
There also may be scale economies on the demand side—for example, the more users who use AOL, the more valuable to each of them is the use of Instant Messenger.\textsuperscript{169}

The consequence of this economic phenomenon is roughly the same as the consequence of the customs of the Reds and the Blues that storytelling happens in the big tent in the evening. While there is no formal limitation on anyone producing and disseminating information products, the economic realities limit the opportunities for storytelling in the mass-mediated environment and make storytelling opportunities a scarce good. It is very costly to tell stories in the mass-mediated environment. Therefore most storytellers are commercial entities that seek to sell their stories to their audience.

Now, the fact that our mass-mediated environment is mostly commercial (unlike, for example, the old British BBC system) makes it more like the Blues than the Reds. These outlets serve the tastes of the majority—expressed in some combination of cash payment and attention to advertising. I will not go here through the full analysis, recently performed so carefully by Baker,\textsuperscript{170} as to why mass media markets do not reflect the preferences of their audiences very well. All I will offer here is a tweak of an older set of analyses of whether monopoly or competition is better in mass media markets to illustrate the relationship between markets, channels, and diversity of content.\textsuperscript{171}

\textsuperscript{169} Instant messenger is a utility for communicating in real time among users of the same software, which is offered as part of AOL's package. Demand-side economies of scale were largely ignored for most of the twentieth century, until the emergence of communications and information markets made them mainstream economic phenomena. See Shapiro & Varian, supra note 168, at 179-84 (describing how compatibility requirements of information systems create demand-side, as opposed to supply-side, economies of scale). Network externalities were first identified in Michael L. Katz & Carl Shapiro, Network Externalities, Competition, and Compatibility, 75 Am. Econ. Rev. 424 (1985). Network externalities, in turn, are one of a number of similar effects generally thought common in information goods and described as positive feedbacks. See W. Brian Arthur, Increasing Returns and Path Dependence in the Economy 3 (1994) ("[K]nowledge-based [products] are largely subject to increasing returns.").

\textsuperscript{170} Baker, Giving the Audience What It Wants, supra note 80.

\textsuperscript{171} The original analysis was made in Peter O. Steiner, Program Patterns and Preferences, and the Workability of Competition in Radio Broadcasting, 66 Q.J. Econ. 194 (1952). This was followed by refinements, the most important of which was in Jack H. Beebe, Institutional Structure and Program Choices in Television Markets, 91 Q.J. Econ. 15 (1977). A parallel line of analysis of the relationship between programming and the market structure of broadcasting began with Michael Spence & Bruce Owen, Television Programming, Monopolistic Competition, and Welfare, 91 Q.J. Econ. 103 (1977). For an excellent review of this literature, see Matthew L. Spitzer, Justifying Minority Preferences in Broadcasting, 64 S. Cal. L. Rev. 293, 304-19 (1991).
The basic point is that in a mass media market the extent to which the content communicated will be as diverse as the range of preferences of the audience depends on the number of channels and the distribution of preferences in the audience. I will illustrate this effect with a rather extreme example. Imagine that we are in a television market of 10 million viewers. Imagine that the distribution of preferences in the audience is as follows:

1,000,000—sitcoms
750,000—sports
500,000—local news
250,000—action movies
9990—foreign film
9980—gardening

The stark dropoff between action movies and foreign film and gardening is intended to reflect that the 7.5 million potential viewers who do not fall into one of the first four clusters are distributed in hundreds of small clusters, none commanding more than 10,000 viewers. I will explain this stark assumption in the text following Table 2.

Assume that each channel is owned by an independent competitor. Table 2 presents the programming choices of these channels, based on the assumptions that each programmer wants to maximize the number of viewers of its channel and that the viewers are equally likely to watch one channel as they are another if both are offering the same type of programming. The numbers in parentheses next to the programming choice represent the minimum number of viewers the programmer can hope to attract given these assumptions, not including the probability that some of the 7.5 million viewers outside the main clusters will also tune in.

The limitations of such a description are obvious. The dropoff in preferences is purposefully dramatic, to illustrate the point. The preferences are obviously more rigidly stated than they are likely to be felt. What this skewed ordering is intended to illustrate is a more subtle effect than the one that Steiner's original model identified. A refinement introduced by Beebe is the possibility of ranked preferences: second-best and lowest-common-denominator preferences (i.e., programs that, while not a first or second best, nonetheless will be watched by all viewers in a market who prefer viewing to doing something else).172 Imagine then, that sitcoms, sports, local news, and action movies are formats that are of this second-best or even lowest-common-denominator type: They are the first-best preference for some viewers, but for most viewers are simply slightly better than do-

172 Beebe, supra note 171, at 15-16.
ing something other than watching TV. The highly skewed relationship between the winning formats and others relies on the intuition that people’s first-best preferences vary widely with the variety of human individual taste, while people’s minimal requirements to make watching a program preferable to doing something other than sitting in front of the TV are shared in much larger clusters. The four popular formats capture not only those who love sports, etc., but also those willing to forgo the coffee shop for the TV if presented with one of these inoffensive alternatives. Beebe establishes that media monopolists would show nothing but common denominator programs and that competition among broadcasters would begin to serve the smaller preference clusters only if a large enough number of channels were available.173

In any event, if my assumption in principle represents the real distribution of preferences, then the table of distribution of programming would explain the phenomenon that increases in competition do

---

173 Id. at 26-31.
not necessarily lead to increases in content diversity unless the increases are very substantial. Mara Einstein's recent work on the abolition of the financial-interest and syndication (finsyn) rules offers the clearest empirical evidence that small variations in the number of outlets or their ownership do not translate into content diversity. She tracks the structure of the broadcast industry and the ownership of programming before, during, and after the adoption and repeal of the finsyn rules, and finds that there were clear changes in ownership of programming and in the number of programming producers whose programs were cleared on the air, but no real effects on content diversity. The rules, just as Judge Posner had predicted when he held the Federal Communication Commission's revision of the rules invalid in the early 1990s, effectively shifted program production from the three networks to the eight Hollywood studios. Their repeal moved a lot of program production from the Hollywood studios back to the now six networks, four of which were by that time owned by or affiliated with Hollywood studios. Despite the change from three to eight to six producers and the changes in ownership, and despite Einstein's finding that without finsyn networks did in fact choose to air their own programs, rather than "the best available" programs, Einstein shows that there was no significant change in the diversity of programming following the repeal of finsyn.

Such a set of assumptions would also explain the broad cultural sense of "57 channels and nothing on," or the general sense of a lack of diversity, despite empirical findings that current media markets are relatively unconcentrated by the usual economic measures of market concentration. These assumptions similarly would explain why, as

---


176 Schurz Communications, Inc., 982 F.2d at 1046, 1055.

177 Einstein, supra note 174, at 248-58.
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cable systems significantly expanded channel capacity, we saw the emergence of more channels like Black Entertainment Television or The History Channel, as well as why direct-broadcast satellite may be the first venue in which one can see a twenty-four-hour-a-day cooking channel. These assumptions would tend to support Noam's claim that if cybermedia develops properly, we will not see 5000 channels, but rather as many unique combinations of views as there are individual tastes. The point is that the relationship between diversity of content and diversity of structure or ownership is not smooth. It occurs in leaps. Small increases in the number of outlets just serve large clusters of low-intensity preferences (what people find acceptable). Only once we reach a threshold number of outlets sufficient to capture much smaller clusters can programmers aim to tap higher-intensity preference clusters (what people are really interested in).

The upshot is, if all storytellers in society are profit maximizing and operate in a market, the number of storytellers matters tremendously for the diversity of stories told in a society. It is quite possible to have very active market competition in how well the same stories are told, as opposed to what stories are told, even though there are many people who would rather hear different stories altogether, but who are in clusters too small, too poor, or too uncoordinated to persuade the storytellers to change their stories rather than their props.

Now, a policy choice that predictably will result in there being twenty, or fifty, or a hundred channels, rather than 1500, is a policy that has predictable effects for the diversity of stories that can be told in society and the distribution of opportunities to become a storyteller. And the degree of diversity and the pattern of distribution of the ability to actually become a producer—a storyteller—are important to the personal autonomy of most people in society. The more widely distributed the capacity to tell stories, the more stories of different types will be told and the more closely these stories will reflect the actual diversity of perceptions of how the world can be and how to value different conceptions of the world.

Policy choices that increase the cost of becoming a provider tend both to limit the number of storytellers and to homogenize them. Where the cost of being a producer is very high, all producers must sell access to recoup these costs, and all storytellers operate from a

Policy Research Conference (Sept. 26, 1999), abstract at http://www.trpc.org/ABSTRACTS99/COMPANEABS.TXT (using two different indicators to show that there was little change in media concentration between 1986 and 1997 and that levels of concentration were "extremely low").

similar set of incentives and with a similar set of motives and goals—selling to the largest or highest paying groups possible. Such policies therefore lose, in addition to the quantitative dimension, a qualitative dimension. For if being a producer is cheap enough to be sustained by means other than attracting the largest or highest paying audience, then storytellers, as a practical matter, can be moved by a wider range of incentives or motivations beyond the incentive to aggregate paying customers. And the weaker the necessity to aggregate listeners, the greater the number of stories that can be told that reflect one person or group’s perception of how life ought to or at least could be lived, rather than reflecting one person’s perception of what a defined market of others would view as an acceptable story about how life can or ought to be lived.

C. High-Definition TV and Autonomy

Perhaps no contemporary policy choice better represents a policy preference for concentrated, commercial information production rather than widely distributed, not-purely-commercial information production than the decisions made by Congress and the FCC to assign spectrum allocated for digital television channels to incumbent licensees and the decision by Congress to force these licensees to provide high-definition TV (HDTV). Fear not. This is not another argument about why the spectrum should have been auctioned, not given away;\(^180\) quite the contrary.

HDTV started out as a matter of national competitiveness between Japan, Europe, and the United States, when the Japanese consumer electronics firms developed an analog HDTV standard called MUSE.\(^181\) The competition was initially understood as one over the future of analog TV, and analog transmissions using the American NTSC standard require six megahertz of radio frequency spectrum to be transmitted without interference.\(^182\) When the FCC designed its spectrum policy for what was then called advanced television, it operated on the assumption that six megahertz would continue to be the amount of spectrum needed for a television channel.\(^183\) During the
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\(^{180}\) E.g., Bob Dole, Giving Away the Airwaves, N.Y. Times, Mar. 27, 1997, at A29.


\(^{182}\) Brian Evans, Understanding Digital TV: The Route to HDTV 70 (1995) (explaining that bandwidth required depends on amount of information used and also noting that higher-definition PAL standard used in Europe requires eight megahertz per television channel).

In the 1990s it became clear that high definition would be digital, but no one in the FCC challenged either of two historical assumptions: that six megahertz of spectrum are needed for the new service and that high-definition was the central relevant application. The failure to challenge these two assumptions resulted in (a) the allocation of six megahertz to all incumbent broadcast licensees and only to them, and (b) the requirement, imposed mostly through congressional pressure to justify the giveaway in the face of fiscal criticisms, that the licensees provide HDTV programming.

Regulatory adoption of digital HDTV was a mistake both with regard to the amount of spectrum each incumbent received and with regard to the commitment to support high-definition TV as the central relevant application. The reason that digital was the way to go for HDTV is that digital broadcasting is more efficient than analog broadcasting. An analog broadcast sends from the transmitter to the receiver information about whole frames, one frame at a time. The receiver gets instructions on how to paint the entire screen for frame 1, then receives instructions on how to paint the entire screen for frame 2, etc. In digital transmissions, the receiver gets information about how to paint the entire screen for frame 1 and then only gets information about the differences between frame 1 and frame 2, frame 2 and frame 3, etc. If you imagine a newscaster sitting with a more-or-less stable background filling a screen, the frame-to-frame change is quite small. Shifting from a system that transmits information about the entire screen for each frame to one that transmits only the differences between screens significantly increases the amount of humanly perceivable content that can be sent over a given amount of time or bandwidth, because it takes less machine-perceivable information to encode what we see.

That more information can be conveyed means that more pixels can be conveyed, more information about shade, color, depth etc., re-
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sulting in a more vivid picture. More information also could mean that over the same amount of spectrum more programs in standard definition could be transmitted. In fact, over the six-megahertz channel allocated to broadcast licensees for digital programming, five or more simultaneous programs can be transmitted in standard definition. Some of the licensees wanted to use this abundance of bandwidth to tell more stories rather than to use better props—i.e., to transmit more than one channel of programming over their six megahertz, in standard, not high, definition. But the legislators who gave them this gift resisted these market signals that more stories, not more signals, were the way to use digital TV. Presumably, such a development would imply that the legislators were foolish to give a small number of broadcasters channels that could have been distributed to a much larger number of potential storytellers.

The implications of the HDTV policy for the number of speakers on broadcast television are quite significant. The FCC allotted 270-300 megahertz to digital TV. Licenses were allocated not based on the technical limitations of digital broadcast but on a legacy market rationale. In order to secure for the licensees markets they were familiar with, the FCC replicated—for market-creating, not technical, reasons—the NTSC licenses by setting the technical parameters of operation so that all the licensees had served exactly the same markets using digital TV that they served using their old licenses. Because of a variety of regulatory commitments to assuring localism in broadcast and avoiding interference with older technologies, NTSC-based television markets usually had three, and even in large markets no more than seven, licensees. If slightly more than one megahertz is all that is necessary to transmit a standard signal in digital form, licenses in fact could have been distributed to anywhere from fifteen to as many as thirty-five broadcasters. Moreover, no consideration was given to how the relative robustness of digital communications could have permitted more efficient geographic reuse, such that even more licenses could have been granted in each geographic area and in adjoining geographic areas. Such possibilities were ruled out by the
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commitment to sustaining the existing, much criticized, television market structure.

The result is that in over-the-air digital television we have just as concentrated a market, with just as small a number of broadcasters, as we have with analog broadcast. Digital broadcasters were forced by Congress to adopt expensive production facilities to provide high-definition programming. This decreases the opportunities for becoming a broadcaster and increases its costs. The increase in costs means that, not only is the number of storytellers limited, but they are also more likely to be market-oriented. As the cost increases, it becomes less feasible for non-market-oriented storytellers to emerge—be they political or civic organizations, artist unions, or colleges. This in turn limits the number of speakers and the range of reasons that motivate them to speak and decreases the range and diversity of stories told in society. In other words, there is both a quantitative effect—the number of storytellers declines—and a qualitative effect. The qualitative effect is that as costs increase, only commercial producers who serve aggregate tastes can meet these costs, and therefore only a relatively homogeneous set of storytellers emerges. I have suggested throughout this Article that such a decrease in the opportunity to produce information imposes a cost in terms of lost autonomy for members of a society whose information environment has been so impoverished by its policies.

D. Intellectual Property and the Organization of Information Production

Like unnecessarily high entry barriers to broadcasting, strong intellectual property rights have the effect of commercializing, concentrating, and homogenizing the storytelling function in our society. I have provided a more complete economic analysis that explains this phenomenon elsewhere and here will restate the argument only briefly.

Many people in society engage in information production. They produce and exchange symbols for a variety of reasons and using a variety of strategies to appropriate the benefits of their production. While a more detailed typology is possible, it is important to under-
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195 The FCC has been consistent in its statements that increasing the range and diversity of speakers and opening the airwaves to noncommercial speakers from local communities is a central policy objective. Most recently, this policy has been particularly obvious in the low-power radio initiative. See Creation of Low Power Radio Service, 15 F.C.C.R. 2205, 2208-09 (2000) (report and order).

stand three major divides in the extant distribution of strategies used by information producers in our economy. First, there is the division between commercial and noncommercial producers. Unlike in the production of goods such as wheat or automobiles, the noncommercial sector is of crucial importance in our information production system. Universities, the government (through both direct investment in government labs or research institutes and indirect investment through National Science Foundation grants and the like), political and civic organizations, and amateurs are all integral components of the production of information. Second, there is the division within the commercial sector between those who appropriate the benefits of their investment by relying on property rights and those who appropriate the benefits of their production by relying on early access to the information (like wire services) or by giving the information for free and appropriating the benefits through relationships created around the information (like lawyers who write for the National Law Journal). The best empirical data available tell us that at least with regard to patents, the majority of commercial firms in most sectors of the economy do not rely on intellectual property rights to appropriate the value of their innovations. Third, and finally, there is the division, within those who sell "information goods" in reliance on rights, between those who produce information on a small scale, like individual authors, and those who integrate new production with ownership of large existing-information inventories, like Disney or Time Warner.

The core point to understand about property rights in information is that they have different effects on these different strategies such that changes in the institutional content of property rights can
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help some of these strategies at the expense of others. In particular, increases in the scope and reach of property rights benefit commercial producers who sell information goods, at the expense of both noncommercial producers and commercial producers who appropriate the benefits of their production by means other than sale of rights. The primary culprit forcing this tradeoff is a rather unique attribute of information: It is both the input and the output of its own production process. Increases in the scope of intellectual property protection therefore are thought generally to cause a simultaneous increase both in expected ability to appropriate the value of outputs (and hence increased incentives) and in input costs. Once one recognizes that not all producers rely on rights to sell access to their products, it becomes clear that an expansion of rights indeed increases the costs of all producers but increases production incentives of only some producers—those who sell information goods in reliance on rights. Expansion of rights increases the returns to commercial producers who sell permission to use, in part by raising the costs of other producers who do not sell rights—either because they are noncommercial or because they appropriate the benefits of their information production by means other than sale of permission. This imbalance in the costs and benefits of intellectual property rights leads to commercialization of information production.

Increases in the scope and reach of property rights also favor large-scale organizations that own information inventories over small-scale organizations (including individuals) that do not own such inventories. The mechanism for this effect is as follows. An increase in intellectual property rights increases the input costs of all producers who need to buy more inputs—more uses of information—that previously were not subject to anyone’s right, in other words, that were available from the public domain at their marginal cost of zero. An organization that owns a large inventory of existing information can respond to the loss of public domain inputs by intensifying reutilization of its owned inventory and will do so to the extent that its inventory provides even rough substitutes for information inputs otherwise available only by purchase from others. Since the marginal cost of reutilization is zero (information is "nonrival"), but the (supply)
price at which information is available from the market must be posi-
tive, a firm will see lower costs to utilization of owned inventory even
when the social cost of using intrafirm resources is identical to the
social cost of utilizing market-purchased inputs. This is so because of
the nonrivalry, independent of and cumulative to any transaction-cost
effects. Organizations and individuals that do not have such an in-
ventory do not have the reutilization option and are forced to buy
from the market information inputs no longer available from the pub-
lic domain. This increases their input costs more rapidly than the rise
in input costs of large-scale organizations that vertically integrate in-
formation production with inventory management. This dispropor-
tionate benefit of integrating new production with ownership and
investing makes strong intellectual property rights an impetus for con-
centration of information production.

Finally, because owners of inventory costs cushion the increased costs
associated with increased property rights by reutilizing their owned
inventory, they systematically will produce information by reference
to what they already own, as opposed to what would be the best infor-
mation product possible to make at the time they are making it.
Whenever a product can be produced with internally owned informa-
tion inputs, it will be produced instead of an alternative product that
requires inputs owned by others, even if the alternative product is
"better" (could be sold at a higher price), throughout the range in
which the lower cost of production outweighs the lower price the
product produced from internal resources will command. Put simply,
Disney employees work with Mickey and Goofy, AOL-Time Warner
employees with Bugs and Daffy. Strong intellectual property rights
therefore tend to foster the production of variations on existing
themes owned by the producer. Disney makes Aladdin and the King
of Thieves or The Return of the Little Mermaid. This effect amplifies
the homogenization of information produced in a strong intellectual
property environment, adding to the homogenization effects of con-
cannot, as a practical matter, be used by many people without degradation or rivalry. A
pure private good is one that is excludable and rivalrous. A pure public good is one that is
nonexcludable and nonrivalrous. When a good is public in the sense of being nonexclud-
able, it is so because no firm can capture the social value of its provision. It therefore must
be provided publicly, if at all. By definition, a nonrivalrous good is one that can be used by
one person without preventing or degrading its use by any other person. See Paul M.
Romer, Endogenous Technological Change, J. Pol. Econ., Oct. 1990, at 571, 573-74 (ex-
plaining rivalry and excludability). Any additional person who uses the good imposes no
social cost. Its optimal demand price is therefore zero. At that price, it would not be
produced by private interests and must be provided publicly. At a higher price that would
induce private production, it will be under-consumed, and hence under-produced.

199 See Benkler, supra note 196, at 29-33.
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The result, as was the case with the HDTV decision, is that strong intellectual property rights tend to drive out noncommercial producers by increasing their costs. They also tend to favor commercial sellers of information products and favor concentration of production in the hands of a small number of firms that own large information inventories. These effects will tend to limit the diversity of stories told in society, because they will limit the number of storytellers, the range of reasons that might cause them to sit in the shade and tell a story, and the set of materials with which they work to spin it.

E. Filtration and Accreditation: The Babel Objection

An important concern regarding widely distributed information production systems is the issue of information overload and the absence of means to determine what is worthwhile and what is not. How, one might worry, can a system of information production enhance the ability of an individual to author her life, if it is impossible to tell whether this or that particular story or piece of information is credible or whether it is relevant to her particular experience? Will individuals spend all their time sifting through mounds of inane stories and fairy tales, instead of evaluating which life is best for them based on a small and manageable set of credible and relevant stories? This type of concern raises what I call "the Babel objection," because it emphasizes the value of coherence and standardization to the pursuit of a meaningful enterprise, be it building a tower or authoring and living a life.

There are three kinds of answers to the Babel objection. First, there is the problem of the power that inheres in the editorial function. The extent to which information overload is an acceptable problem depends on the extent to which the editor who solves it thereby gains power over the life of the user of the editorial function and how the editor uses that power. Second, there is the question of whether
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users can select their editor freely or whether the editorial function is bundled with other communicative functions and sold by service providers among which users have little choice. Finally, there is the availability of alternative models of filtration and accreditation that are distributed and hence that resolve the problem of information overload without raising the problem of editorial control.

Filtration and accreditation are integral parts of all communications. Filtration refers to the determination that a given communication is relevant for a given sender to send to a given recipient and relevant for the recipient to receive. Accreditation is in some measure a subset of filtration and deals with further filtering relevant information for credibility. Decisions of relevance for purposes of filtration and accreditation are made with reference to the values of the person filtering the information, not the values of the person receiving the information. The editor of a cable-network newsmagazine decides whether a given story is relevant to send out. The owner of a cable system decides whether it is, in the aggregate, relevant to its viewers to see that newsmagazine on its system. And if it so decides, each viewer chooses whether or not to view the story. Of the three decisions that are layers of the recipient’s relevance filtration system, only one is under the control of the individual recipient. And, while the editor’s choice might be perceived in some sense as inherent to the production of the information, the cable operator’s choice is purely a function of its role as proprietor of the infrastructure. The point to focus on is that the recipient’s judgment is dependent on the cable operator’s having released the program.

As with any flow, control over a point in the flow of a communication gives the person who controls that point power to control the entire flow downstream from it. This power enables the provision of a valuable filtration service—a service that assures the recipient that she is not spending hours gazing at irrelevant materials. But plainly filtration only enhances autonomy if the editor’s notions of relevance and quality resemble those of the sender and the recipient. Imagine a recipient who really wants to be educated about African politics but also likes sports. Under perfect conditions, he would seek out information on African politics most of the time, with occasional searches for information on sports. The editor, however, makes her money by selling advertising. For her, what is relevant is what will keep the viewer’s attention most closely on the screen while maintaining a pleasantly
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acquisitive mood. Given a choice between transmitting information about famine in southern Sudan, which she worries will put viewers in a charitable rather than acquisitive mood, and transmitting a football game that has no similar adverse effects, she will prefer the latter.

The general point should be obvious. To the extent that the values of the editor diverge from those of the user, an editor does not facilitate user autonomy by selecting relevant information based on her values, but rather imposes her own preferences regarding what should be relevant to users. A parallel effect occurs with accreditation. An editor might choose to treat as credible a person whose views or manner of presentation draw audiences, rather than necessarily the wisest or best informed of commentators. The wide range in quality of talking heads on television should suffice as an example.

The second response to the Babel objection has to do with the organization of filtration and accreditation in a concentrated or homogeneous, rather than a distributed, information environment. The cable operator owns its cable system by virtue of capital investment and (perhaps) expertise in laying cables and hooking up homes. But its control over the pipeline into the home gives it an editorial role in the materials that reach the home. Given the concentrated economics of cable systems, this editorial power is not easy to replace and is not subject to open competition. The same phenomenon occurs with other media that are concentrated and where the information production and distribution functions are integrated with relevance filtration and accreditation, from one-newspaper towns to broadcasters or cable-broadband service providers. An edited environment that frees the individual to think about and choose from a small selection of information inputs becomes less attractive when the editor takes on that role as a result of the ownership of carriage media or content, rather than as a result of selection by the user. The existence of an editor means that there is less information for an individual to process. It does not mean that the values according to which the information was reduced are those that the user would have chosen absent the tied relationship between editing and either content production or carriage.

Finally, just like content production and carriage, relevance and accreditation can be produced in a distributed fashion with the right kind of communications and processing capabilities. Instead of relying on the judgment of a record label and a DJ of a commercial radio station as to what music is good, users could compare notes as to what they like. Music search engines could track user preferences (that are not personalized and do not involve identifiable personal information) so that if one liked songs l, m, and n, one could learn that seventy-five
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percent of others who liked those songs also liked song o. This is obviously just an example.

The broader point is that we have seen both as to infrastructure and as to content the emergence of options to restructure radically the organization of information production and exchange towards a distributed, peer-produced model. Filtration and accreditation functions are part of the information production and exchange process and like the other components could be produced on this model. Relevance and quality no longer would be based on the “authority” of the person providing the stamp of approval. However, once one separates filtration and accreditation from content production and delivery, nothing prevents “authorities” from setting up competing filtration and accreditation services so that users would decide to go to Warner Records’ recommended list—they just wouldn’t be forced to do so by having their access provided only by a Time Warner cable. Relevance and accreditation would be produced, in the first instance, by mutual pointing and referencing of people who would see each other as peers and would rely on each other’s judgments—whether by knowing who the individuals are, as when one goes to a website one trusts to see what other sites are relevant to one’s search—or by identifying specific similarities relevant to the individual, like the music search engine I describe.

The core response to the Babel objection is to accept that filtration and accreditation are crucial to an autonomous individual. Nonetheless, that acknowledgement does not suggest that the filtration and accreditation systems that we have in place, tied as they are to the system of content production and exchange that we have, are the appropriate means to protect autonomous individuals from paralysis by information overload. Property in infrastructure and content provides control over filtration and accreditation. To that extent, property provides the power for some people to shape the will-formation processes of others. The adoption of a peer-produced, distributed information-production system does not mean that filtration and accreditation lose their importance. It only means that these communicative functions, like others, must be available on a peer-produced, open model in order to secure the autonomy of individuals who rely on the information that comes through these filters. And the same policy recommendations entailed by a commitment to peer-produced, noncommercial content-production and communications infrastructure also serve to provide the institutional space necessary for the development of peer-based filtration and accreditation.
Conclusion

Paths for the Taking

Respect for personal autonomy, or the capacity of individuals to govern their own lives, seems to be a basic normative commitment of liberal systems. I have not tried, however, to make a normative argument for or against autonomy here. I assume that many in our society do in fact hold some conception of the idea that a liberal legal system should respect the autonomy of individuals, and in any event I write primarily for those who do hold some such view. My goal here is, in a sense, positive, not normative. It is to outline how law might be understood to affect autonomy other than by direct prohibition on actions or choices, so that those who do value autonomy can evaluate laws in terms of their implications for that value.

To evaluate law based on a commitment to autonomy, I suggest that we look at the effects of law on the degree to which people can be and are in fact autonomous. A conception of autonomy for individuals who are born into a set of circumstances and live in the context of others would suggest that a wide range of constraints, some internal, some external, affect the extent to which people can in fact be autonomous. By structuring the relations among individuals and firms in society, law can affect the shape of the constraints under which all or some subgroups of its subjects operate. A legal agenda that would seek to correct for internal constraints—failure of rationality or self-control, in particular—would, however, raise serious concerns with paternalistic regulation that itself undermines respect of autonomy. I therefore have excluded these effects from my analysis. Because my purpose is to explore how laws that are not usually thought of as constraining autonomy may nonetheless do so, I also excluded from my analysis laws whose deleterious effects on autonomy are too obvious—laws that directly prohibit many important actions or life choices, for example.

The result is a focus on two primary effects of laws. The first is the degree to which a legal framework makes some individuals more or less subject to the control of others. When a lawmaker adopts a law that predictably makes some people likely to become the objects of control by others, that lawmaker is compromising the autonomy of those who would be treated as objects, rather than subjects. The second effect that law can have on autonomy arises when a law is likely to cause significant changes in the range of options about which individuals know. Laws that predictably lead to significant decreases in the number and variety of options perceived by individuals in society impose a normative cost in terms of personal autonomy.
As a guide for information law and policy, this framework enables us to understand the fundamental First Amendment commitment to an information environment in which information is available from "diverse and antagonistic sources" as rooted in respect for autonomy, as well as in respect for robust political discourse. Autonomy, no less than democracy, urges us to adopt policies that increase the range of options perceived by many people in society and that do not systematically subject some set of people to the influence of others. Laws that have negative effects on autonomy along these dimensions must be justified in light of the recognition of this cost, rather than by ignoring it.

Specifically, I suggest that our information policy's almost exclusive focus on privatization and on commercialization imposes a cost on autonomy. When compared to information and communications commons, private property in information and communications facilities tends systematically to subject most people in society—the users of information—to some measure of control by a few—the owners of information products and of communications infrastructure. It also limits the range of options seen by most people in society. It limits the number of people who tell stories in society, and it homogenizes the types of people who have an opportunity to tell stories that will be available to many people, thereby limiting the diversity of options perceived by many as available to them.

The combined effect of these observations is to suggest that autonomy, like democracy and robust political discourse, supports a strong normative commitment to attaining an information environment in which stories are told by diverse and antagonistic sources. Moreover, it suggests a policy commitment to developing publicly available resources for communication and information production that attenuate the effects of private property in communications facilities and existing information on autonomy. Specifically, I suggest that a commitment to autonomy provides normative support for a program of developing a series of commons in the information environment at its various levels. These include the level of physical infrastructure (dedicating a commons in the radio frequency spectrum), logical infrastructure (adopting policies that support open-source software development and open standards), and content (adopting a more robust commitment to the public domain in copyright and associated laws).206

206 On the three levels of the information environment—the physical layer, comprising wired and wireless infrastructure, the logical level, comprising the software and standards for connection, and the content level—see Benkler, supra note 24, at 562-63.
At the level of physical infrastructure, I have argued that we devote radio frequency spectrum to a commons, rather than fully commoditize and auction it. Independently of the availability of such a commons, a commitment to autonomy would suggest policies aimed at separating infrastructure ownership from content control. Most immediately, such a decision is involved in the FCC's current inquiry into whether to require cable providers who offer broadband Internet access to offer competing ISPs open access to their distribution facilities.

At the level of logical infrastructure, the Microsoft case is the most prominent instance of government intervention to prevent the leveraging of control over one part of this infrastructure to control how people interact with their information environment more generally. A useful example is the control that Microsoft exerts over the first screen seen by Internet users, which the court found to have sufficiently great influence on the choices users make among ISPs that Microsoft was able to require AOL to use Microsoft's Internet Explorer as the default browser for its service, even after AOL bought Netscape, in exchange for placing AOL on the first screen.

Policies that foster openness of the logical infrastructure attenuate its efficacy as a point of control over the choices of its users. This effect has implications for intellectual property rights in standards, as well as for other decisions that support or undermine the development of open standards and open-source software.

Most immediately, a commitment to an open logical layer of the information environment counsels a repeal or radical modification of the antidevice provision of the Digital Millennium Copyright Act (DMCA). This provision prohibits selling or otherwise making available any device or service that would enable users to get around encryption used by owners of copyright to control the access users have to their digitized information goods. This provision has flowered into a completely new right to control perfectly access to copyrighted works without any reference to fair use or similar user privileges. The
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Hollywood studios have argued, and at least one court accepted their argument, that the DMCA includes no fair-use exception to the prohibition on circumventing encryption. Once an owner of copyright encrypts its work, no fair uses can be made of it without permission of the owner, because the decryption necessary to make such a fair use is itself prohibited, and that prohibition is not itself subject to a fair-use exemption. Irrespective, then, of how broadly or narrowly the substantive rights of owners are interpreted legally, the DMCA in its current form will permit owners to construct the architecture of the digital information environment, so that owners have perfect property rights in their information products—with all the attendant negative implications for autonomy that I explored throughout this Article.

At the content level the most important implications are in the area of intellectual property. The past few years have seen a tremendous drive toward enclosure. The term of copyright was extended, retroactively, by twenty years. The owners of famous trademarks were given a statutory right to control use of their marks that is based on a property-like conception of dilution, entirely separate from, and broader than, the traditional confusion rationale of trademark. The database protection legislation currently before Congress would give the producers of compilations of facts strong rights in the facts they collect that have not previously been recognized under copyright law. This enclosure movement is a serious cause for concern in terms of autonomy, for it increasingly subjects the cultural commons from which we draw to form our understandings of the world to the control of a small number of professional commercial producers.

My goal in this Article is not to argue the full merits, all things considered, of each of these policy choices. It is, rather, to provide a workable means of analyzing how autonomy factors into them. My analysis suggests that too complete a reliance on property rights and on commercial provision of information resources and communica-
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tions infrastructure undermines personal autonomy. In order to secure for individuals in society an adequate information environment, we would have to provide for resource spaces within which no one is susceptible to manipulation by others, at least not as a result of legally-backed rights to provide or deny access to information and communications resources. We also would have to secure sufficient minimal access to the means of producing and exchanging information and cultural expressions so as to provide to all a robust and diverse set of perspectives on how life can be lived and on why life is better lived one way than another.

Many of the decisions we are making about law in the digital environment are seen through the prism of the First Amendment. It is inevitable that, when law so pervasively adjusts itself to a transformation in how we produce, store, process, and communicate information, it often will raise concerns about regulation of speech. As we make legal decisions, it is important that we make them with as clear as possible a sense of the relationship between the transformation our information environment is undergoing and the core values underlying the First Amendment. Significant work has been done by Niva Elkin-Koren,218 Neil Netanel,219 Jamie Boyle,220 Larry Lessig,221 and Terry Fisher222 on the relationship between these legal changes (call them cyberlaw or Internet law, or, as I prefer to, information law) and democracy.223 Not as much has been done to relate them to autonomy, with the exception of Julie Cohen's work on data privacy and personal autonomy.224 I hope this Article can serve to work out some of the basic implications of the policy choices we make for this second important value animating the First Amendment.
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